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Abstract 

W& die xapidly growhg amaunt of informarion on the internec, many readers face the 

increan'nphr serious problem of o v e  incoming news data (text, photos, and video). 

The ab* to filrer away idevant information is becoming critical to a news delivexy system. 

This thesis inuoduces a new methodology which binds a news representation object to a news 

docummt, When users pedorm a search to retneve news documents, they cm aquire similar 

ones from other resources. FLst t h  thesis presents an algorichm for cr- a representation 

of news objecc B a d  on the ardysis of a d  coUections of necnspaper arcides, a news 

representation abject was ~reaeed &ch captureci the reguknties of the news documents. Four 

types of descriptive features can be extracteci fiom news documents. Thq. are: Person, Event 

Data, Event Locaàon and organizanon. Second this thesis presents an algodm to caldate 

the similariry between IWO news objaas. We assume thp two documents are rdated if th& 

objeas ovedap. 

ResuIts indicate thp the reprrsernation of news objeds can be used to qy idy  siore through 

news documents for rneanmgfd information. The algonthms for dailanng a relationship 

h e e n  two news objeus can be used as a f a  wy to filter away irrelmt news documents. 
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Chapter I ln~roduction 

Chapter 1 

Introduction 

In this chapter, we discuss the purpose and goal of this thesis and give the oiirline of this 

thesis. This thesis presents a new fittering engine whidi binds a news r e p b o n  objea to a 

news documen~ When usen perform a search to retriêve 

similar ones fiom other resources. This will enhance 

newspaper projects. 

news doaimenu, 

the functionalny 

1.1 Purpose and Goai of this Thesis 

This thesis presents a system that can rank a news doaunent using a set of scalable, adaptable, 

and dynamic phrases. It associates each news document wich a news representation objea It 

uses this news representation object to 6nd rrlated documents. 

This thesis focuses on solving the fobwing problans thac readen may face in personalid 

n'-spaperv=== 



1. Precisio11: The system SeIects the documents deemed to be reiared to the customer and 

elimüms the resr The proportion of llrelm donimenrs delivered to the user should be 

as low as possible. 

2. qmynic The system should be capable d exp10ri.g new additional information d e n  it 

becornes a d l e  on a s p d c  wmt topic This d dow users to see updated reports of 

3. Unique: The systan should be able to idaitdy teduIldaut information The same evem is 

uniayr reportecl by dïfkrent news sources. The ~ynem should be able to eliminate 

rechtndant ones. 

We dwdoped a tfiree-step prooess to address these problems: 

1. Select appropriate parameters to describe a news dass. 

2. Creare a news object a s s d  with a news document. 

Evaiuate the nmilanry berweai two news objeccs. 

"Who, where, when, what, why and how" are basic tasks of reporters in describing wents. We 

use FullName and Organizaeon, EventLocaron and EventDate feature name-phrases to 

describe t h  components of an ment (who. where and when). So members of the news dass 

are a set of FdName name-phrases and Organization name-phrases, Evenuxx#tion name- 

p h  and EventD;ne namephrases (see Chapter 3). An 

extmcts important feanires h m  news documents and gmups 

algorithm is presented which 

features into diffwellt clclasses. 



Features are defined by name-phrase, where a nmqhzz is a p h  which can present a 

meaning unir, such as the name of a penon or the name of a location. 

News objecrs r e p d  by the news dus comain i.dorm;reion s~traaed kom origmal news 

artides. We can then calculate the nmilancy b e e n  two news abjects (see Chapter 3). We 

assume that two docu~nents are related if their objects overlap. 

1.2 Overview of this thesis 

Chapter 1 states the problems in news document-fltering and then gives the o&e of this 

thesis. 

Cbapter 2 provides a review of research into news delivery. 

Chapter 3 focuses on the methodolog. This indudes the construction of the news 

representation objea. It &O explains the formulas used to dcuiate the nmilarity h e m  two 

news objects. 

Chapter 4 presents the @end performuices and evaluates the mahodology described in 

*ter 3. 

Chapcer 5 desaibes the general ardiiteaure of uNews Document-Filtering Agent". 'lhL 

indudes the user interface elements, such as dialog windows, HIUL layo~f~, etc It &O 

describes the m d e s  which the agent uses to manage the searcfies for the user. 

Cb;ipter 6 offers the conclusion and directions for fiaurr reseufh. 



Chapter 2 

Background 

In this chapter we present an oveMew of prwious work r e l d  to news delivery services and 

rdevant information r e t x id  methods. First we review the research in the news domain 

Second we inn.oduce the WorM-Wide-Web 0 and relateci tools which help the user 

locate intereskg pages in the WWW Then we introduce the use of agents WU facilitare the 

user's search for inceresMg infoxmarion in the WWW. Finay. we introduce some information 

retrievd and information filrenng mnhods. 

2.1 News Research 

Nerus is infoxmation about recent wents of generd intaen, especiaiy as wently reported by 

newspapers, periodicais, radio, or televison [Il. Gigantic archives of news h (kxt, photos, 

and video) in d i p l  fomiat are generated from different news res0urce.s wery &y. N a s h  is 

ofien wd in text ardyas and cycryin% research iargely because of its general imeresr and 



wpious supply [2$ Since a few years ago, a mmiber of research groups have done mch 

r$ated work in designkg elearonic news service syaans or vldressing speafic news delivery 

prob1ems. 

The electronic news debery projixt [3] at Dalhousie, Acadia, and W d o o  Un2verSities 

developed an o v d  archirecnue intep+ texc, photographs, video and audio iuto 

personahai multimedia news presendons. The anhkemm has three layers. The fim is 

News Resource Layer. The muttip1e news resources are stored in this layer. The second is 

News hiluiagement Layer. 11 provideci the quay engine ro link relared resources together. The 

lasr is News Reader kger. It desaibed h m  the news resources are presented to the user. 

Bved on this project, a number of research resuks are publLhed. They are invohred in the 

v a i q  of news deiivery domains. Gmck and Watters [î] prrsented an algorirhm to effiuedy 

link a story and its rdated photos together. Watten [4] described the metaphor for the 

presentation of e l m n i c  news. 

Some experts worired on other news &ery problem domains, Newhagen [5] presented the 

relationship between feedback and news frorn sociological view. Janne, Marb and Tuomas [6] 

presented a logical structure of a hypennedia newspaper to locate news idonnation effiaendy 

and get more controls for the news resource. Kenrick and Rao m described the INFOS 

(Intelligent News Fitering Oqgmkional Syaem) which aims to r d c e  a user's search burden 

whik browsing a large numba of messages. 

Recent research efforts on news renieval effecnVeness and effiaency indude statkicai 

"ch&, oaniral Ianguage processing (NLP) based approaches and wen d a a l  inrelligence 

approaches. Yan and Garcia-Molina point out [8l, '?n a Lqe-SCae wide-area system where 



the munber of information providess and seekers are large, effiaency in the d i s s e d o n  

process is an impomnt issue and mua k addressedm 

Rau descriM a methoci rhp focused on exmahg names from free text and consicid two 

parameters of iaforzllation reCricd, effheness and efficiency as welL She saick 

Turrent methods generally start by iden* key atPfaas in the tact, such as proper names, 

dates, Smes, and locations, and then use a combinaion of Lnguimc constraints and domain 

ImOW1edge to identifjr the important content of each relevant  tex^ For example, in news 

stories about joint ventum, a systern can u s d y  id& joint venture pariners by locating 

names of companies, fmding lhgumc dations between Company names and words that 

describe business tie-ups, and Usng certain domain kndedge, nich as mderstanding that 

ventures generalty involve at least two partners and result in the formacion of a new 

Rau [IO] presented a detailed description of the algorithm that  extra^^ company names 

automatiicayr h m  finanaal KIM. She said. ' Extra&g company names from text is one 

problem; recognizing s u b q e n t  refere~lces to a company is another." She addresseci both 

problems in an implmrented, well-tested module thar operates as a detachable process from a 

set of naruial laquage processing tools. Her algorithm combines heuriscia, exception 1W and 

extensive corpus anatyss. The algorithm generates the most U d y  variations thp those names 

may go by, for use in subsecp~ent r e t r i d  Tested on over one d o n  words of nanirany 

occuning financial news, the system has extracted thousands of cornpany names with over 

95% accuracy compared to a human., and succeeded in 25% more compuiies than 



The ANES (Autokc News M o n  Syscem) [Il] systern constructed by GE Rcsearch 

and Dweloprnem was cornpareci to the Searchable Lead system developed by Mead Data 

&mal, in the largest duation of automatic nnnmariTaeion underCaken to darc The ANES 

approach ueilized a combination of statistical and h d c  techniques to da&e key 

sentences for exachon and indusion in summaries. Statishcs bved on the relative fireqymcy 

of tenns in a doaiment as compared to the corpus as a whole detemiined topical words. The 

sentences comainlig these words were seiected using consarinrs thp incorporated preferences 

nich as location aiirhlli a doaimm and the prrsaice of anaphoric refermas that could 

inrerfere with the readabihy of the 6 .d  summaîy. The Searchable Lead [12] technology 

chooses the first sentences in the news story for indusion up to the target length for the 

nunrnary. Three lengths of artides were d u a t e d  for 250 documents by both systems, 

totalmg 1,500 d a b i h y  judgements in aïL The r& of this evduation were t o d y  

unexpectd The lead-based Summaties oiuperfonned the ''inelliguit" summaries signîficandy, 

a&@ acceptabaSy of just over 90%, compareci to the 84% acceptabaty of the 

Some specialists worked in vv co&ed domains to programs thu cm perfonn usefd 

information amaaion fiom a very broad nnge of t a  

The SCISOR (System for Concepnial Information Summuizaton, w o n ,  and 

Raneval) [13] is a prototype system thac performs text + and question answering in 

collstrained donialis. Developed over the l a s  four yean, SCISOR operates on hd news, 

selecMg and adyzing stories about coprate  mergen and aquiskions fiom ui on-line 

financial service. It uses both b m - u p  and mp-down p& to adjme and nimmuize 

£inand news articles. &ttumq adyss srarrs with a parse! of each sentence, idennfying 



Chapter 2 B c ~ c k g r d  

linguimc scniburrs and mappiug these linguinic anicaues into a conoeptual framewotic Top 

ehm ady& staru with concepfual expecmions, nich as the knOW1edge that &vers imrolve 

two companies, and tries to fiil these expedpions given @ information from the  tex^ It 

urilivs lexical, syntamc, semarrtic, and domain-specific kndedge in a coherent rnanner. 

SCISOR is a robust system rtiac can process appronnnf$v six stories a mimue. The prognm 

has been testeci on 729 stories taken dmcdy h m  the newswLe source, and achiwed an 

avetaged rec?ll and precigon of d&dy more than 90% in the determidon of which stories 

were about mergers and acquisitions (69 stories). Key feanves have been exnacted wbh an 

ac<liracy of 80-90%. 

C Carridt and C. Watters [2] presented an approach that automaticdy assOaared texc and 

photo news itmis imo personahai multimedia news presentatiom. A fiame representation is 

assdated with a news story. They use a mahod thac armas the capdalized words from text 

and parses them into the different dots. B a d  on the eqytion for document Smilanry used 

for the vector space model, they present an approadi to cai& the &dia+ between news 

story and photos. It can be used to automatidy group the same issues with different media 

types together. For example, the m& can be used to gen- a iLik between a photo and 

text about the same story. An averaged recall is more t h  75%. An averaged precigon is 

more than 57%. 

2.2 The Wodd-W~de Web 

The Wd- Wt&! Wd 0 was designeci to share inforniaéon on the Inteniet. Berners-Lee 

created the WWW at CERN in 1989. The archirecaire of the WWW combines simple 



-Tau: doCumm linkr wirh the client-Server prinaple. HIUL (HyperTart M a h p  

Language) is used to format documents and generzm -Tm Iinks. CGI (Common 

Gareway Interface) is a a y  of ushg a pmpmmhg or scripthg lyigua%e on a semer, to 

respond to requesu h m  a web d i e  Li other words, a CG1 script is d e d  h m  a web diem, 

the script is executed by the web sener, and the script ~auns HINE CO the web client as the 

output of its srecutioa Java, Ped, Javascript and Vbsaipr are u s d y  used as CGL script 

languages to turn axy rrquen h m  the WWW dient imo a GUI (G'iiphic User krrerfare). A 

Web GUI browser, such as Mosaic, Netscape and Miuosoft Explorer, can becorne an 

interface to server rrsources on aog network. 

Because readers now face serioudy increaslig amounts of information at the WWW Stes, 

some WKW seardi +es have been proctuced to help the user navigate ioteresting pages in 

the WWW, like 'Yahoo!" and 'AltaVlstan. T m  Wsgfir d are used as IR (idonnation 

retxitd) engines. Genedy, each t e n n  in a document is weighred differently according to its 

lïkely importance, and the document is reaieved according to the sum of all the w+. The 

three sources of weighting data used are as follows [14> 

Coneaion Frequency - assign more important d u e  when the temis ocair in ody a few 

documents 

Tenn Frequency - assign more important d u e  when the tams more frequendy appear in 

a document 

Document Lengrh - assign more important d u e  for the term in the short document 

whm it occurs the same numkr of times as in a long one. 



However, these new took have one important miskg elemem They lack a medianûm for 

conthwusly f i k ing  and informing the user of nav information [8]. For -le, news ir a 

kind of dynamc idonnation. News posted on the Interna has armaed much anention from 

miilions of kit- users because it is of general herest and copious supply. The statistics 

show thart there are now 31.3 million adth online usen in the United States and m m  people 

go o n h e  for news (66%) [15]. At the same time its megabytes of d d y  &c creates an 

i n f o d o n  overioad 

Agents 

The t e n n  q w t  [16] is u s d y  defined as "A cornputhg en* (piece of sofcwue) chat performs 

user ddegated tasks autonomoudy." The techoology of agents focuses on [16]: 

1. Puttkg intelligence into user iaterfaces to enable unskilied users to get more out of 

computing applications. 

2. Pers~rdhng applications and Services to meet users' preferences, goals, and desires. 

3. Mamgmg the retrievli, ckxmhtion, and filtenng of the vast amounts of information 

available on enterprise netwoh, value-& naworks, and eqxuaüy the 

Internet. 

4. Enablùig electmaic commerce in various forms. 

S. Managing flexible mamtfaauring ceils (robotics). 



--Eb+g A- are agents rhP rrnirn the best 'matchn ro a user using different 

information sources. Becallse an information-filtefing agent may find the comem instead of 

o~~WebSte,thischuaaaisticisusefulforrheuserdoisinterestedinaspeafic 

n w  dara dornain. T h e  are several commercial produa~ on the web dut personalue 

newspapen in- 

NewsHound [17J is a penonalized newspaper that searches the artides in the S m  Jose 

Uerauy News as wd as several other newspapers to h d  the artides that match a user's 

profile* Veritya infonmtion applications [18] "p~emented by Verky, hc are used to 

d o g u e  news resoufces. With the Verky QWIY Language as a tml, users can express 

wieh preaPon a f d  area of interest so that they can access the informaMn they n d  

The news resource r e t r i d  is based on concept-baseci reerieval technology th allows 

people to ask questions and find items on the ri& concept, thus going beyond b o r d  

The Krakatoa C h r o d e  [19] is an exper imd system wbch implements an interadive, 

personalized newsp~per on the WWW. The anhiredure differs fiorn conventional Web- 

based newspapers in that it applies a flexible iyw c o r n 1  mechankm This dom users 

to ody receive articles based on their interesu. Its in* engine is based on the SMART 

system [2O] that is used to convert artides into document vectors and cornpute the weight 

of each tum. The batdi process to index all IO0 text files takes about haE an hou. The 

size of each text £Je ranges fimm IO-îûû Kbytes. This system a h  uses other mahods to 

build the in* or a user profile, such as addtig a score to each artide or selecting 
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These kinds of agents all have an indaang mghe rhP biruis keywords to each artide. The 

agent retums reLted infoRnation based on a user profile and the index database. In an 

idonnation-filtering system, the user expresses his interests in a mimber of long-tenn, 

conanuously evauated queries, d e d  a p>qji8 [8]- The user then pusively ces documents 

filtered accordmg to the profiles. Such a service d becorne inaeasingty important and form 

an indispensable tool for the dynamic environment of wide-area information [8 1. 

2.4 Information Retrieval and Information Filtering 

The Intemet is one of the la- publidy availabIe information resoufces. T o d y  h t i c ,  

random and unscniburrd information is on web pages. MethOb of filtering effectiveness are 

artmdq more arteneon in Intemet developmems. Information r e a i d  and information 

filtering technologies present different approaches. 

lhjbm&m n i h d  (IR) is concemeci with the representation, storage, organization and 

aaessing of infonnarion items. In reference [14J, Sdton describes the use of d c a l  schernes 

nich as probabilütic and veaor space models for document representation and reaieval. The 

use of probabilishc methods goes badc as far as the eady sixtîes but the trend of using 

pro&* model for information retrieval has d y  decreased [Zl]. 

The --mahl means thp a document is represented by a veaor space of kqwords. The 

vector space method is experimendytested in the SMART system [20]. This system supports 

the mahods of the term-frrquency/inverse-document frequency and relevana feedback of 

the user. Tmjnperv is the frequency of consauas (mrdr, phrases, word groups) in a 



docxlment [14] -w is the mimber of documents in a conection in *ch the 

term ocairs divideci by the mimber of daumaro in the collecti0414]. The SMART system 

uses these caladations to assign an importance d u e  of temis. Hena it provides the possibiliry 

to retumdocuments ~0malliingthetamsdhigh;mPOr~ancevhus. R h -  means 

th the user is able to dassify the retriwed documents as to whether they are relevant or not 

These c ladec l  documents ue then examinai and extracteci information is used to improve 

the original quay. 

A number of commercial filtenng agents are done ushg the SMART -jtem, mch as LLa [22]. 

Lira locares Web pages wRh the help of exking index pages and search engines. These pages 

are adyzed M e r  wich methods of IR for improving the retrieved r d  Ir uses a term- 

£requency/inversedocument fkquency weighnng to extract ternis £rom Web pages. 

The sexnantic approach foaises on naninl language processing (NP). It atmus non- 

professional searchers for ewo reax,ns. Fint, it can handle full-text or unsmicaupd t a a  

Second, it d o w s  cornputers to better retriwe relevclnt documentsy and to undastand naturai 

language questions [231 There are a number of such syscan~ in commerad use. Mudi of the 

recent progres in this area has corne h m  U.S. govefnment-spomred programs and 

evduation conferencesy induding the TIPSIER Taa Program, TREC and the MUC 

One group that oollaborated on the TIPSTER rab program from the Univen;rY of 

Massachusetts at Amherst expaimented wbh expansion of th& state-of-the-art INQUERY 

reaievd system so that it was able to handle the 3 gigabyte test collection [24]. This induded 

research in the use of qwrysawnires, document anicnires, and eXrenme experimermtion in 

the use of phrases. In geneml, the use of phrases as opposed to the use of d e  temis for 



retriwal did n a  sigr&- i m p v e  performance, athough the use of noun phrases to 

aqand a query shows much more promise. This group has found phmes to be useful in 

r R n 4  for smaiier collections, or for coIleaions in a oarrow domain, The TIPSTER projea 

has progresseci to a second phase thp dows standardized co~lzmuni&on between document 

Li the &es of Text Etneval Conferences (IREC) [25b some research groups representing 

very diverse approaches used text £rom le!xicom, diaionaties, thesauri and dacabases as sources 

for the IR NLP systems. For example, the group in New York University discovered 

relationships between kqr words using traditional statkical mahods. They then useed these 

temis to arpuid or modify the queries. Ander p p  using d language processing was 

the group from General Elearic R d  and Developmem Center. They used nanual 

laquage processing techniques to amad information from the aaining texts. 

The Message Understanding Conference (MUC)[26] is a guhering of researchers in n d  

language prOceSSing. Conference participants must d d o p  NLP systems rhar perform a 

variecy of idonnation d o n  &. Each system's performance is evauated by comparing 

iu output with the output of human linguins. Two important meria for assessing the 

perfomance of an NLP system are recall and preàsion. R d  is defined as the nranber of 

relevant documents retrieved in response to a query dMded by the total number of relevant 

documents in the coUeaion. h i s i x  is defineci as the number of relevant docum- retrieved 

in response to a query divideci by the tod  mimber of reerieved documents. There are four 

different taskiinend duations. First is the Abmi ta& &ch cons& of three 

subtasks (en* names, temporal expressions, nianber expression). The expressions to be 
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annotateci are aunique i d d e r s n  of d e s  (org;mlaioas, persoas, IOCdtioos), tmies (dates, 

times), and quantiries (monetary vahies, percentages). AGCorcLng to the renihs shown in MUC 

6, the majo* of systems evauated on N d  Entity had recaIl and pnxkon over 90%, 

which was h e d  to be companbIe to human pedormance on  the rask The second are 

cbq+hn? mks that recognize M e  ways of idadapng a .  entity tagged by Standard 

Genenlized Markup Language (SGML) m d o a s .  The thid is the T m  Ebmnt task thar 

designs the composite of ekments for a spedc data domah The highest-scoring system had 

a r d  of 70% and a precision of 80%. The final ta& is the S& T m  that conam 

changes in corporate exeaicive management personnel; the exmcted infornipion indudes 

m e r s  to the basic questions of 'Who is creaMg or £illing whac vacancy ac what 

organuariodn. The top scorhg system has 40%-50% recall, and 60%-70% precision, 

Iqih2im-m technologvis becomingpopularbecauseit focusesonarlalyring 

dynamc information rarher than the aatic data used in IR A filte?ing system uses profiles ro 

represent the user imerests &er repeated ~ o n s  wirh the user. Some leamlig processes 

are necessary. bmq mmea that the system uses feedback information to improve the 

precision of the system. N d  neaurkc and GBmaS Al+ (GA) are two prominent 

mahob. The fim one fonises on seeing h m  important various keywords or combinations 

are in connecaion with a particular pemn or information need &er tmhhg. The second one 

focuses on f;n+ a better quay based on information h m  various other qyeries and 

retriwed documents. To a lesser ez~ent,  these technologies are used in artificial intelligence 

Mdist and the USENET news system are very similar kinds of information filtering services 

thal are available on the in te me^^ The user subsuibes to a M a i k  semer witb one or more 



topics of ùmmt and &ves messages via m;3. The USENET ncws system is an electronic 

Metin board systern on the knenier Thse two systems have been successfully used by 

d o n s  of users, but often create infomiation ovdoad [8J The awse classifidon of topics 

leads to some relevant artides postecl to clBerem MaÏRist and USENET news groups and 

some U r e l m  ones in the svne M à i k  and USENET news groups- This will cause wn to 

miss iaterestiug information if they don n a  subsaibe to lists propedy- 
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Chapter 3 

Methodology 

This chapter is &ded into two parts. In the fine part, a representalion of the news document 

is shown. In the second part the algorithm to calculate the s i m i l a n t y  between two documents 

is presented. 

The data domain of this thesis is news documents. News is infomation about recent events of 

p e r d  interest, espeaally as reportecl by newspapers, magazines, radio, or television [3J The 

characterisacs of a news document indude short liferime, large niunber, widespread content, 

overlapping information and nonarchiva use. First, the life of a news document is very short 

News documents are updated at least once a cky Second, weq&y thousands of news sources 

around the world produce gigabyres of news daca Thid, the content of news documents 

touches upon wide-ranging topics, such as poiitics, sport, and entertainment. Foutth, different 

media sources wnte their own reports about the same ment, so overlapping i n f o d o n  is 

available for the reade.r. Finaqr, the revkr is more interestecl in curent wents than past ones. 



The main objective of this thesis is to shp& the process for a user to h d  related doaiments 

foragn*nnews~t~'y.nic~orithmsdescribedinthiscbapterarefoclwdoncrrPinganw 

tepfesentation o b j a  These objm are thai used by a news doatmezlt-filrering engine for 

~ekdiig rrlped items. 

Fïrst we dehie a news represanation dass. Then some d e s  are given that are used to create a 

news r e p d o n  object. Exqtion handling is &O considemi to improve the aaxiracy of 

ewacring namephrase, where l~ne~+ is a meaning unir. It is composeci of a set of relared 

c a p i d i d  wo*. Finally we inaochice h m  to calculate the nmilanty baween two news 

qresentation objecc~. 

3.1 Definition of News Representation Class 

BlaL [z"J suggests that a retrievai mode1 must have better document content representatiom: 

'The c e n d  problem of Information Renieval is how to represent documents for retrieval. 

The most intricate or carefdy deggned r e a i d  algorithm m o t  compensate for 

inappropnady represemed documents. ... The cenaal ta& of Information Retrievai research 

is to understand how doaamnts shodd be represented for effective devaL This is pnmar3y 

a problern of language and meaning." 

News readers can adc six questions about an ment [28]: 

1. Who - It amwers a reader's questions of who did what, or to whom something happeci. 

It may be a single penon, a group of people or ui organization. 



2. What - It tells bxiedywhp happened at a plvmed or u~lplanned event 

3. When - It refm to the thne or date of an ment, 

4. Whae - Ic gkes the location of the n w  eveot. 

5. Why - It concerrt~ the caw of the event and is frequen* implied or &le. 

6. Hm - It relates the ciraimstan~es or muiner in which somerhing is accomplished in the 

story. 

The khd news document representahon should aoswer the above SM questions for an wem. 

Four types of descriptive feahires can be exaacted relatively easity h m  n w  documents, 

F d w  E e  E- and Opzktm. The fenires, FullName and Orpkxtion, 

wiU provide answers for questi0111. The feahire EventDate will provide atlswers for question 

3. The feature EvemLocPon will provide answers for question 4. The algorichms needed to 

c a p e  the regularities for the above four feanues are reasonabiy simple and can be encoded 

as a compter simulation progru~~ On the contraxy, the algorithm needed to capture the 

regularities for answering questions î, 5 and 6 are cornplex and compiaarionally iritensive. 

They mua mimic human logic and thmkmg. Gmmûuremly no mmputer program can even 

produce a general summary, one that contains answers satisfactory to weryone [29]. 

Coasequendy algorithms for questions 2, 5 and 6 are not considered in modeling a news 

representation in our study. Since the main objective of this thesis is to simpLfy the renieval 

procedurr while ml;nn;n;mr a high retrieval effiaency, we do not investipte the amount of 

computing needed to actuaUy understand the article. Secon*, a m e d y  tan u n A h  is 



possible but ody within a speafic application domiin [30]. News data covers v q  wide 

domains. 

In this snidy we consider each represenfation of a news doaunent as an objed ( F i i  3.1). 

What we mean by an +z in this description is an emEcy able to Save idonnation about the 

news document and which offers a number of behaviors related to this infoxmation. There are 

two types of information: hevtr and c0nte.u~ The heder contains information about the 

s a w ~ e  of the n w  Qaiman, such as author, publisher, de, dates, and so on There is no 

restriction on the number of rncmbus in the header part. There are four members in the 

an&n~ part. They are EvmtLocPon, EventDate, FullName and Oqpktion. 

Figure 3.1 A news object 

Header 

TitIe 
Author 
Date 

Content 

EventLocation 
EventDate 
FdiName 
Organization 

Next we dehe a dass News, and each object rhat represents a news doaunent becornes an 

instance of dis dass. In our aumple in Figure 3.2, A and B are instances of this dass. 
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Figure 3 2  A and B are instances of the dass News 

U a s s  News 

Member 

q T i e  
myAushor 
my Date 
myEventLocation 
myEventDate 
myFullName 
my Organhition 

Behavior 
1. AddT'itle 
2. Add Author 
3. Add Date 
4. Add EventLocation 
5. Add EventDate 
6. Add FulINarne 
7. Add Organization 
8. Ger; 
9. Get Author 
10. Get Date 
1 1.  Get EventLocation 
12. Get EventDate 
13. Get FullName 
14. Get Organisriition 

instance of A 

Header 
A-Title = "Premier calls on PM" 
A.Author = "The Canadian Press" 

Content 
A.EventLocation = " H a i W ,  

bWova Scotia" 
"Ottawan 

A.EventDate = "March", 
"Tuesday". . . 

A.FuIName= 
"Premier Russel MacLellan", 
"Prime Minister Jean Chretienw.. . 

A,Organization= 
"Revenue Canada". . . 

instance of B 

Header 
A.Title = "Of EC tries to get its act 

together" 
A-Author = "Kari Huus, MSNBC" 

Content 
A.EventLocation = "Mexico", 

"Saudi Arabia" 
"Venezuela" 

AEventDate = "November", 
'"ruesday". . . 

A.FulName = "Paul Ting7', 
"Salomon Smith 

Barnef.. . 
A.Organizaîioo = 

"OPEC". . . 



Arnys of narne-phrases can be assignecl sepvnely to each member of the dass. Ga+ 

speakhg, a nmmphmce ce be be a cap- word or an adjacent phrase which is 

composed of capitalid words For aample, 'Oeeawab, =Tue&f, and 'A& UniverLty" 

are d name-phmes. Name-phrases are catc~orizled as Evexdmaion, EvemDate, FuiName 

or Orphanon name-phrase types. The algorithms urad to further refine the namephrase 

identification process are p d  in Section 3.4. 

3.2 Geation of a News Representation Object 

There are five different tasks in the process of aeating a news r e p d o n  object shm in 

Figure 3.3. The £irst task is to a m r ~  information defining the header and content kom 

different parts in a marked up file. A mmkeiqfile means that a file is divided h o  different 

parts by tags. In our mdy we use d or puu of ags, <RJBDATE>, </PUBDAID, 

CHEAD-, </HEAD-, cBYLIIXE3 and </BYLINE> to idene header 

infomi;aion We ux <CONIEND and </CONTENT> to idenafv content information. 

We borrowed these fiom the tag set used for the ranr files of the Halifvr Hedd A r u e  

is a pl& text file with a set of tags. It is ured to presem news items on a newspap" web site. 

An example of a markpl up file is shown in Figue 3.4. The second task is to ionantiare header 

members in the n w  objecz It is desariilrd in section 3.21. The third task is to c m  a proper 

name set. Aprclpernrm~ is a capitaized word or a phrase incl+ successive capitalLed worb. 

A proper name is ezuracted fiom the macked up file duleaty. This task is described in Section 

3.3. The fourth task is to categorize each proper nvne in the proper name set h o  the different 



f m  ciasses. It is dedbed in Section 3.4. The final ta& is to imanth  matent members of 

the news objecz 

3.2.1 Extractkg Header I n f o d o n  and Costent Information 

A news document can contain information such as d o r s ,  publishers, dates, and so o n  It is 

therefore neassary to extract t h  information and assoaate it with a n w  represen&on 

objeu This idonnation supplies potential index tenns for M e r  queries and news document 

management. Gen+ the header me& of an object can be iastaatiared dkcdy h m  a 

marked up file. We use the & up file shown in Figure 3.4 as example. After ninnlig the 

program, the d e  "Premier cab on P W  is innanriared to the Tde of the n w  object, and the 

author "THE CANADIAN PRESS" is instantiated to the A d o r  of the news object. 

The content idonnation can h o  be amaaed directly h m  a marked up file. W e  a b  use the 

marked up file shown in Figure 3.4 as exarnple. A f k  Nnning the program, the content 

"Premier Russell MacLelkn came to town T+ to drop in on some old friends - Lke 

Prime Minister Jean Chreeien and ... " is amacced fiom the document as the content 

3.2.2 The process of creating a news representation object 

Figure 3.3 shows the data flow of the process of araring a news object. From the content 

information a proper name set is generated ushg s p d  rules (see Section 3.3). After the 

process of f m  aamcphrase identification (see Senion 3 4 ,  the feanire name-phxases are 

instantid as different fevure memben of the objea UPng the "get* mdhod dehed in the 

news dus, the feaaire informpion can be output from a news objar. 



The Process in PseudoCode 

NEW an objea 
READ a marked up file 
FOR each line of the header: 

SWlTCH the content of line: 
CASE Title 

object-> addc'rtle 
CASE Author 

object-> addAdor 
CASE Content 

ADD this content into a content a n q  
ENDmm 

END FOR 
FOR each member of a contem ~ r a y :  

IF proper name thm ADD it into the proper name any. 
END FOR 
FOR each member of a proper name v. 

SWITCH the proper name 
CASE EvenrLocatlon 

Object-> addEventLocation 
CASE EventDate 

O bject-> &ventDate 
CASE FulIName 

Object-> addFulIName 
CASE Organization 

Object-> addorpanization 
CASE Others 

m 
END SWI-TCH 

END FOR 



Figure 3 3  The process of ar?ting a news rcpresentaticm object 

News Data File 
<header tag> 
header information 
<content tag> 

Header Idonnation 
TitIe 
Author 
Date 

1 content information 4 

Date 

get method ri 
EventDate -f 

add 

add 

add 

Content Information 

text 

a proper name set fi 

An array of 

4 
EventDate 

An array of FullName 

--+ 
An array of 

output a news representation 



Figure 3.4 An example of a marked up file 

CKJBDA'IB 
1998/û4/01 
</PUBDATE> 
CHEAD- 
Premier calIs on PM - 
By THE CANADIAN PRESS 
</BYLINE> 
<(nNTENn 
Premier Russell MacLeilan came to town Tuesday to drop in on some old &mds - like Prime Minisrer Jean 
Cbrecien and F i i c e  Minister Paul Martin, 

M .  he* a precarious Liberal minority govenunenq bas been under pressure from opposition New 
Dernocran and Cons& over the biendeci d e s  tax the pmvhce shares with Ottawk 

The premier has aiso been pressiug the f& goverment for extra funding for post-secondary Pmlration to 
take accom of the large number of out-of-pmvhce snrdmts in Nova Scotia universities. 

When spotted on P A e n t  Hi& however, he was dose-mouthed about his visit. He did acknuwiedge he'd 
" p r o b a b ~  see Chmien before catchiug an eveninp flight back to HalifaK 

A spokesman for the prime minker confixmed a meeting was p h e d  but said it was pmnte and there muid 
be no further comment, 

An aide to Martin co&ed b fadehn  wouid be meeting the finance minister but said these d d  
be "no formal agenda' 

MacLellan and Martin have met before - once last Oaober and once in Febnrary - to discuss the bIended d e s  
tax. 

Then came the Mar& 24 election that &ced the Liberals to 19 seats, a flat-footed tie with the NDP, d e  
the Tories twk 14. 

Both parties have threatened to wehhold support for MacLellaa's govecnment, and the budget he wants to 
b+ in this spMg, unles there is movement on the tax front. 

The NDP campaigned on a platform of scapping the BST d e  the CotlSeLYatiVes want signifiant changes. 

MacLdhn promiseci, miring his run for the LbenlleYtnhip last year, to offer tax rebates for home heating 
oil and dhcity.  But once in power he found the lost revenue would endanger another key promise - to 
b c e  the provincial budget, 

The premier said after his iast meethg with Marcin that there was no prospect for Oetawa dire+ funding any 
B!Z relief. 

But he did ask for hdp arpeditlig a Revenue Canada decision on deged m oveqmyments by Nava Scatia 
Power. The province is seeking refunds that wdd help ease the Sl&miilion bunien the BST added to 
elecviaty b i k  



3.3 Proper Name Extraction 

Proper Name Exa6ion is the thLd task in the process of crearing a news representation 

object. Proper Names indude idormation about news feanires. In wiitink, a single 

capitalized word often reprrsuirs the m e  of a location, person, or o r p h i o n ,  such as 

"Beijing, "Hong", or "W. In d e r  cases, a ~ e ~ u e n c e  of capitalized words presents the 

name of a location, person and orpization, such as "North Americm", "Ms. Hong Wan", 

or "Diana Foundation". S d e  or multiple proper words are first extracseci from the content 

information and s t o d  in a proper name set. 

In pnaice, the fk step is to generate a pre-proper name set of al l  capn?lized words. A stq 

d i s  a high-frequency w o d  Most documents are comprised of 4040% percent stop words 

. . 
[14]. A stop word does not present any meaning and should be e h m a t d .  The second step is 

then to delete stop word ~ccurreaces from the pre-proper name set. In this step d u p W  

information is deleted as welL We ody kaep one copy of any proper name in the proper name 

set. The olitpia, a proper name set, is m e d  for the f m  match processes. The data flow 

chart is shown in Figure 3.5. The algorithm for this prooess in pseudocode foUows. 

The process of Proper Name Extraction in pseudocode 

FOR each line of the content information 
BREAg INTO words. 
SAVE each word into a content a m .  

END FOR 



FOR each memba of a c o n n t  amy 
IF a enp idkd  word then 
IF a word with a puncniacion then 
IF an abbreviarion word with an paiod then 
IF a co~lsecutiveiy cap- word then 
POP the pre-proper name scadc 
d get p d u s  capitahxl string 

APPEND this word and period to the previous capitaüzed string 
and get a new capidizeci string 

PUSH the new cap- sflag into the pre-proper name stack 
ELSE 
Pu& this w d  and period inm the pre-proper name smdt 

END IF 
ELSE 

SWrKHpunauation 
CASE ' or < or ( 

PUSH this word into the pre-pmper name stack 
CASE others 

IF a collsecutivby cap- word then 
POP the pre-proper name srack and 

get previous cap;tali7PA suing 
APPEND this -rd without punauation to 

the previous cap- string and get a new 
c a p a s t r i n g  

PUSHthenewcapitalizedstring 
ELSE 
PUSH this word and period imo the pre-proper name 

stack 
ENDIF 

END !WITTQH 
ENDIF 

ELSE 
IF a consecuUv~ capitalized word then 

POP the top of the pre-proper name stack and 
get previou cap- smng 

APPEND this word u, the previous cap- sning 
and get a new capicalized string 

PUSH the new çapitaaed string into the pre-pmper name stack 
ELSE 
PUSH this d into the pre-proper name stadL 

END IF 
m m  

ELSE 
NEXT 

ENDIF 
END FOR 
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FOR each member of a pmpfoper name set 
IF stop wod then DELETE thk stop word 
ELSE IF dup- informarion then DELETE this information 

ELSE SÀVE thk pre-proper nvne into a pmper name amy 
EM> IF 

END FOR 

Figure 3.5 The data flow chart of proper name extraction proccss 

A content text t A proper name set t 

I 1 

Yes I tNo 

a pre-proper name set I 
Break into words 

"1 
- 1 

T v 1 

Keep the period Delete the punauation 

1s an abbreviation + an 
period? (X) 

N o  

1s the punctuation " or x 
N o  

or ( (XI 

1s a capitalized word + C 

b 

1s a coflSeCUtiV+ 
capiralized word? 0 

Ddete stop words 
and duplicated 

a word 

punauatio~~' (X) 
I 4 A 

idormation 

N o  0 
2. Z = Append(Y, X) 

Isacapitaiizedword? @) , 3. PUSH(Z) 



We use the sample document (shown in Figure 3.4) as input dam. After ninning the 

programs, the d of the pre-proper name set is shown as table 3.1. The content of the 

proper name sa is shown as Table 3 2  

Table 3.1 The pre-proper name set 

(using document presented in Figure 3.4 as input data) 

Premier Russell MacLellan 
Prime Minister Jean ChrRien 

Tuesday 
Finance Minister Paul Martin 

MacLellui. Liberal 
New Dernocrats CoIlSerVahVes 
Oaawa The 
Nova Scotia When 
Parliament Hiil He 
Chretiea Halifax 
A An 
Martin MacLellan 
MacLehn Martin 
Oaober Febniary 
Then Mar& 
LiberaIs NDP 
Tories Both 
MacLellan The NDP 
BST CoL1seTvatives 
MacLellan Liberal 
But The 
Martin Oaawa 
BST But 
Revenue Canada Nova Scotia Power 
The BST 
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Table 3.2 The pmper name set  

(Uang the document prtsented in F i p  3.4 as input data) 

Premier Russell MacLellan 
Prime Minister Jean Chrecien 

Tiiesdy 
Finance Minher Paul Martin 

MacLellan Liberai 
New Democrafs c0IISeTV;lltiVes 
Ottawa Nova Scotia 
ParIiament Hill M e n  
Halifax Martin 
October February 
March Liberals 
NDP Tories 
BST Revenue Canada 
Nova Scotia Power 

The Special Cases 

We now give several examples to explain how the dgorithm deas wich speual cases. 

Punctuation and special characters are norm;ilty considered to s e p  proper names. 

.... Spokane. Wash ... " 

Because "Spokanen is not an abbreviadion, the period separates the above words h o  

two proper names: Spokane and Wuh. 

(TYPE- TROPER NAMEn >Spakane 

(IYPE= TROPER NAME" >W& 



Because"MrPkanabbrevianon,rhtpaidisnausedtosepvarepmpernames.The 

phrase W. Trumann is d as one proper namc 

4YPE- "PROPER NlUlE'' >W. Tnunan 

If the dash conneas two words wbh a space, the dash separates the proper names. If 

the dash WM~US car0 worb without a space, the dash is not used to separate the 

proper namc So W.S. - Basedm will be extracd as  two proper names: U.S. and Based 

<TYPE= TROPER NAME" >Based 

W.S-Bdn will be extracd as one proper name: U . S . - B d  

(ÇYPE- 'TROPER NAME" >US-Bd 

3. Examples with other puncntaeion 

The double cpote, angle bncket, and parenthesis are used to separate pmper names. 

For example, 

Mr. Chon is viking Beijing (AP Report). " 



The left paraithesis sepvaces the above phrase 'Beijing AF' Report" as two pmpef 

names: Beijing and AP R e p o ~  

The apostrophe is not used to sep~ate proper names. The apostrophe is Smply delaed, if 

"Califomia's Brown" 

The word 'Californian has an apostrophe, so we ignore the apostrophe and extract the 

proper name as: 

Multi-names containing conjunctioas, such as 'and", "or" are treated as sepamte proper 

names. 

"North and South American 

After a nuq the proper names are extncred as followiogs: 

(IYPE - "PROPER NAME" >Nonh 

(IYPE = TROPER NAME* >Sou& America 



stop words 

One way to improve information retrîeval pafonnance is to t d b k t e  stop worb. A lin of 

words filtered out during automatic indexhg becaw they make poor index tums is called a 

stqhst or a negative dictionary [31]. In our s d y  the stoplist wu bas& on Ckck's [32] and 

Francis and Kucera's [31]. The stoph was i n d  to 343 words ?fcer running the prognm 

150 times to remove additionai hi& fkquency temu. The impmved stoplia k shown in 

Table 3.3. 

Table 3 3  An impf'oved s topk  

A Able About Above Accordmg 
Across Added After 

Air AII 
M 
Almost 

AgaList 
A%o Alone 
Along fi* A h  An 
AND And Another 
Anyone AnythLig Anywhere Area 

Any 
Are 

Arrybody 

Areas h u n d  ARTICLE As Asked 
Assembly At Awa~ Back Bad 
Based Be Because Been Before 
Behind Being Best Better Between 
Big Body Both But 

Came 
Br 

B y liae CaUed Cab Can 
Cdt Gption Car Cent Certain 
V C1ea.r a& Come Codd 
Date DT DVS Despite Did 
Didn't Different Do Does Doesn't 
Doing Done Dont D o m  
Each E a r k  Earb Eight Either 

During 

End Enough Even Evedy Evenhiayr 
Ever Every Everybody Evexyone Everychuig 
Expected Feving Feel Few Find 
Finished First Five Fname Following 
For Fonner Four Fourth From 
Full F.4. Further Furehered Eurthering 
Get Give Go Good 
Got Group Had =I?~ened Has 
Have Ile Held He!r Here 
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He's High 
H m  
I'm 
Into 
It's 
Know 
Least 
Look 
Many 
Meet 
Most 
h5 
Nwer 
No 
Now 
Off 
One 
Our 
People 
PIus 
Pro babiy 
-tiy 
Say 
Set 
Show 
So 
Special 
Such 
Than 
Th& 
These 

Three 
Told 
Two 
VP 
Wants 
Wd 
What 
While 
Wrtbout 
You 

Hwever 
In 
Lnvolved 
J- 
Lefi 
b k ; l %  
Mattex 
Mecres 
Mo* 
Myself 
New 
Nobody 
Number 
Often * 
Out 
Per 
Points 
Provide 
Regvdla 
Sv 
Swen 
Showed 
Some 
Start 
Suddedy 
That 
Them 
T b  
This 

Tm 
TYPi* 
Us 
was 
Went 
WHEN 
Who 
Would 
Your 

Him 
1 
hclude 
1s 
Keep 
Last 
L.ike 
Made 
Maj 

Move 
Near 
Nms 

Obvi+ 
OH 
Or 
Over 
Photo 
Possible 
Pis 
Released 
Second 
Several 
Since 
Someone 
Started 
Take 
That's 
Then 
Th4r'a 
Those 
Tif 
T d  
Under 
use 
wv 
Were 
Whm 
w 
Year 

His 
IF 
IndudLig 
I t  
Keywods 
Lare 
Lde  
Make 
Me 
Month 
Much 
Need 
Next 
Not 
OF 
On 
Other 
Own 
Photographer 
Possibiy 
w 
Said 
Section 
She 
Six 
Something 
stay 
T'&mg 
THE 
There 
Th97're 
Thou& 
Title 
TradÏtionally 
unlike 
vuy 
We 
We' re 
Where 
will 
Years 

If 
Inst ead 
Its 
Knew 
Later 

More 
MW 
Neither 
Nme 
No- 
Of 
Once 
Others 
Part 
Place 
Previously 
Recent 
Same 
See 
Shodd 
Smd 
Some8mes 
still 
Ten 
The 
There's 
n;n% 
Thollght 
To 
Tumed 
Und 
Want 
Week 
We've 
Which 
With 
Yet 
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3.4 The feature name-phrase identification process 

The basic idea in the fenirr partern-matdiing prrxzss is tbat proper names in the proper 

name set are cla.c_cif;ed as names¶ dates, locations or organUat;ons. Didionaies of pre-defined 

feanire names help to k g n  each propa name to a feanire dus. The attributes of each feanue 

are defined as f o U m  

Ewdaztbzthe name of a pokCag. or geographicdy defineci location (&es, provinces, 

couutxies, international regions, bodies of waim, m& RC). In pfactice, a dictionary 

of 2444 names is used. It was obfained kom Energy, Mines and Resources Clnada For 

example, the proper name ''Norttiern California" would be identidied an EventLocation 

by a match in the dictionary and r e p d  as: 

E z m d h ~  a name of + or monhs. A diaionary of 37 worb with different spellings for 

days or moarhs is used. It is shown in Table 3.5 and 3.6- For exampIe, the proper name 

uApril" w d d  be classified as an EventDate name-phrase as foIIows: 

F d N m  a name of a puson, fardy or organincon In p k c e ,  a dictionary of 3 190 first 

names, a diaionary of 3200 1 s t  names and a didonary of 33 cornmon d e s  (or 

occupations) are used to identlfjr this fesinire. These dictionaries are fiom C Canick and 

C Watters 121. For example, the proper name 'Mîps Presiderit John Him" would be 

identifieci as a FJfName name-phnse as fo11ows: 



Nooe: <O>, (h, C D ,  a, and <b represent a t t r h ~ ~  of a FulIName name- 

phnse: Ocha, Tne, FïrstName, m e N a m e ,  and LastName. In our s t d y  a mukiple 

FullName name-phrase mut have at least a Lat name. 

the proper name 

foH* 

corporate, governm4 or other o ~ o n a l  enC;tu- For example, 

"Treuury " would be idemifiecl as a Org&ation namephrase as 

In our implementation, we did not m e  an Orprhtion dictionary to iden* 

G p n h i o n  name-phrases. Since the topics of our test set are about Wodd wents, local 

events and Canadan events, a wide-range of organizuion names are used inside the test 

set. Ir is dBcuPt to pre-define o.ganiZation names in a diaionary. We put those proper 

names which are non-Evemlocation, noon-EentDate, or non-FuIIName n a m e - p h  

into this class. 

The feaaue name-phrase set after this process for the document shown in Figure 3.4 is shown 

in Table 3.4. 

Note [O] presenrs Others atmi'bute in a FdbJame name-phrase- ppresems Tne 

attnbute. m presents First Name attribiae. FZJ presents Middle Name attribuce. b] 

presents Las Name attrî'bi~te, 



Table 3.4 The feature me-phrase Sn 

Title 

Premier calls on PM 

By THE CANADIANPRESS 

Event Location 

Halifax 
Nova Scotia 
Ottawa 

Event Date 

March 
Febniary 
Ouober 
T-day 

Parliament Hill 
C o b v e s  
Liberals 
NDP 
Tories 
B!ix 
Revenue Canada 
Nova Scotia Power 
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3.4.1 EventDate idendication 

Event chta is seldom che most impolfaat element of a story, but ir nnisr be inchided since it 

orients the reader in the .  In news wricing, rhere are some d e s  [28]: 

Days w k h  the newspaper dateweek are referred to by the day, Le., Monda/, Tueday, 

Wednesdaj. 

Dags outside the daeeweek are referred to by month and date (July 1). 

Yesteday, tomomiw, next and last ( n a  Monday, Iast Mon+). 

The terms for relative t h e  expressions are not identifid as EventDate name-phrases. For 

example, vesterday", atomorrow", "spring" and so on The fkt reason is that it is 

nmbiguous in tirne speafiC8ion. The second rerson is that there is not a d o r m  writing nik 

For eirample, they are wriuen as words begmrmg with capital 1- O+ on the beginning of 

a sentence. In our stuciy, numbers were not deemed likely to be as important as woxds, so the 

dates are not appeaded in a EventDate t e m  For example, aJuly 1,1998" w d d  be e~eraaed 

as: 

(TYPE - 'EVENTDATE* >& 
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Table 3.5 and 3.6 show the dictionaxies used to i- EvemDate ilame-pbxases. 

Table 3 5  The month dictionazy 

Jm Feb. Mar. Apr. 
J m  JuL AU% Sept. 
OCIL Nov. Dec. J v n u r ~  
February March Apa May 
Jme J* Aug~n September 
Oaober November December 

Table 3.6 The &y dictionary 

Sun. Mon Tues. Wed. 
Thurs. Fn Sat. 
Monday 

Smdai' 

Friday 
Tuesday 
Sanuda/ 

W A e s d y  Tmirsday 

When a proper n a w  appears in above tables (Table 3.5 and 3.6), it can be identified as aa 

EventData namephrase. The tem " M z f  needs specd mention, since L is &O a stop word 

The fobvhg speaal process is used to i d e  the tenn "Mf. If the tam "May" is the finc 

word in a sentence, it is identifieci as a stop word. In other cases, the tem 'M$ is identifieci 

as an EventDate tena For example, the term "lkkf is exrraued as a stop word from the ta<5 

'1 wu in ODawa 1st surnmer. May 1 do E again this yearIn as foIlowiq 

4YPE - "Stop Word">Ahy 

because *Map is the fùst word in the sentence "May I do it agaLi this year?". 

The "Maf is Bmaaed as a EventDate name-phrase from the text, " I will go to Ottawa on 

Maj 12", as follows: 



3.4.2 EventLocation identification 

According to the des to generate a proper name set descr i i  eder, the EvemLocarion 

n a m e p h  can be identifieci in the following special cases: 

Tbe phrase 'of Evemhcation namephrase" may or may not be part of an orpktion 

namephme, such as Hymch of Korea The EventLocacion namephtase would be 

identified as a EventLocation name-ph. For exampIe, 'Korea" would be amaaed as a 

Evedaation namephrase fkom the phrase "+miai of Kormn 

If rwo locarion proper names u e  s e p d  by punccuation, thqr are to be identified as 

two sep- EventLocarion name-phrases. For example, "WPhingron, D.C." wadd be 

identified as two EventLoorcion namephrases and the resuit w d d  be as follows: 

0 *on-related words beginning with a Iower case letter are not identifieci as 

EventLocarion n a m e - p h .  Because words beginning with a Iowa case Ietter are not 

amaaed into the proper name set. For stample, uCiuiirriian exporters" muid be 

identifieci as: 
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Miscellaneous chataaers after a location-name are to be identified as an EventLocation 

namephrase* For example, aBeipn%s " wodd be amaaed as folhm 

3 -4.3 FullName identification 

The FullName is the most important femve in a representation, since people and 

organktions are genedy the c e d  mors in an ment. In this study, a FdName name- 

phrase has five am-ibutes: others, d e ,  £kt name, micicile name, and last name entity. The tirle 

diaionary is used ro identify d e  a t n r i .  It indudes 33 usual words to ende a penon. The 

firsr name dictionary is used to idaitify the £irst name adbute. It indudes 3190 first names. 

The last name dictionvy is used to idennfy last naxne amibute* It indudes 3200 last names* 

In f o d  wrielig, ail people musc be fully identifîed once in the body of a news sto'y. 11 is 

possible to dltingrrish different persons with the same fira names or last names. The seps of 

the algorithm wd to idenafy FullName namephrases is +en below, where <O, represents 

others amibute, <T> mpresents d e  attrlbute, <F> represents first name a t a i i  <hip 

represents middle name attlibute, and CL> represents Iast name attribute- 

The algonthm in two cases 

If it is a sq ie  proper nvne 0, checks are made to see if ir is in the last name diuioaaty. 

If a match is found, then it is ident8ed as: 



In Ex&h wrkbg, a Iast name ocnirring in a document is usuaRy wirh a d e  For 

example, "Mr. -nR. A las  mme may ocau irsdependedy, such as asClinton". In OLU 

+, the single proper name is not identified as a k t  aune. 

Suppose the composite of a proper narne is A1A2 ... % w k e  4 represents a word The 

process of identification is presented as foflows: 

Checks are Grst made to see if there are d e s  (k) inside i~ If the match is found (AM), 

thm the proper nvne is to be ideded  as: 

At exception haadling, a check is made to make sure thar & is not an oFganizacion 

en*. OthOrherwise, the amibiire of kst name win be &, and of midde name wrll be &+? 

. . . k2. Multiple d e s  can be smaned fiom a FullName name-phrase. 

If there is no title, then checks are made to see if there is a lut name. The search begins 

d 4 toward back A,. If the xnatch (&J is found, then the proper name is to be 

tagged as: 



In this case, % is autornatically ideneified as a finr name. Furthmore, % wil be 

added m the fint name diuionary if kis not in i~ 

If no last name was found above, checks are made to see if there is a first name. The 

search goes f o d  from A, to 4. If a m a r c .  (&,J is found, rhen the proper name is 

identified as: 

In this crce, & is autonmiCapr iden&ed as a lan name Fwthennore, & wili be added 

to the lasr name diaionary if it is not in i~ Or as exception hancllin%, a check is made to 

make sure that & is not an organnpional en*. Othenvise, the attribtae of krt name 

will be &,and of mi& n a m e d  be&, ... &. 

If no firn name was found above, the proper name wiIl be identifieci as a non- 

FullName. 

The Special Cases 

Accordmg to the d e s  to generate a proper name set desai'bed above, the FuitName name- 

phrases are identified as folows for some special cases: 



Ties such as W." and role names such as "President" are considered to be tide 

amibutes of a FdName name-pbrase. However, appositives such as =Jr." are not 

considerd part of a FJIName name-phrase, For example, "Mr. Hany S c h d  is to be 

identifid as: 

<IYPE - %&Name"> O M r .  CD- d S d m m  

"John Doe, Jr." is to be identifieci as: 

There are a m d y  cwo proper names 'IJohn Doe" and "Jr." a~rabed fiom the phrase 

"John Doe, Jr". In our stucty we do not provide a function to group related proper names 

together. 

Person name with apostrophe 

Person narne would be identifid as a FulIName namephrase without any apostrophes. 

For exarnple, 'Hong's" is to be identifieci as: 

"Hong" is exn'aued as a proper name fiom the phrase CCHong's*. 



Person name rekred phrase 

If it is a penon name related phnse, the person nvne is identifid as a FdName mime- 

P& 

If the origrnal t es  is "the Nobel prize" then 'Nobel" is idendid as a FufIName phrue. 

" A h  Wan School" would be idendieci as: 

3.5 Reduce redundant narne-phrases 

The idea of this process is to ensure rhsa wery feature texm is unique. For example, if both 

the tams "Wd" and Wednexi.y" are in the EventDate dass, ody one of hem is kept in 

the representation object. Genedy there are few rmihi-wod name-phrases in either 

EventDate or EventLocation dass, so an exact mPch process is used to redllce the &dant 

name-phrases from these two type classes. If the composRe of taro namephrase is the same, 

they are comidered to be the a m e  name-phrase. For example, the term 'Worth Chinan and 

*C,h;nan are treated as two ciiffixent name-phrases. But ''Clka" and "China" are the same 

name-phrase. As for the FulfName feanire, a partial match process is used to reduce 

redundant idonnation. The des applied for "plementation are as follows 



1. If two FulIName name-phrase hne the same aaniutes of first oame and last aame, 

the shorter one is d e l d  h m  the cIass. For arample, 'ML Bill Clinton'' and "Bill 

Criraann, the shorter phrase =Bill Uirmn" is deleteci 

2 If a single E;ulIName namephrase has the same iast name a#ribtrte as others, it is 

deleted kom the dass. For example, given both "Mr. Bill (Il;nton" and 'CIira;onn, 

"Clinton" is deleted. 

For Others f a e ,  a l o o ~  match prwss is used to d u c e  redmdancy. If a a p h r a s e  is 

part of another narne-phrase, it is Qld h m  the dass. For example, the namephme 

"Respite Care" is part of name-phrase 'Respite Care Intervention Association" and it would 

be deleted fiom the class, 

The advantage of this process is tbat t helps to keep die d u e  of a document-to-document 

suniLmty becween O and 1. The f n q m c y  of a natne-phrase in a document is not taken into 

consideration in this stuciy. 

Once we have created a representatîon of a news object, we can look for other news objects 

which are s;mrlar. 

We have adopted the m d a r q  methods iritroctuced by Cam& and Watters [î]. h & g  to 

our equations, the similarnyvalue is between O and 1. Equation 3.1 wu used to calculate the 

documem-tdocument amil;uity. 



where di is the s i m i l v i r y  of the i-th f- between news documan A and B, and LZ is the 

importance d u e  as calailated by 

The value di can be cal& using the following equation 

which is the sum of the cornmon renns between two namephrase set X and Y. And rn isthe 

l+ of X and n is the length of Y. The vhie for B is calculated using the followhg 



In the case of the E v d m  or EventLocaion fean~e, Xi and y k  ve deemed to be the same 

when thqr precisely match each other. For example, 'Beijing China" k the same as "Beijing 

Cbkn, but it is not the same as 'Chinan. In the case of the w o n  feature, the Xi and 

Y' are deemed to be the same when one is a subsuing of the other- For example, ' B e ï j  KL 

Technology Co." is the same as 'KL Technology Co.". 

There are some special des to cal& the similanty between two FullName namephrases. 

E v q  m a m e  terni has five &butes and the importauce vhie assigned to each anribute is 

shown in Table 3.7. 

Table 3.7 The importance value of FullName attributes 

0.20 
First Name 0.30 
Middle Name 0.05 
Last Name 0.40 
Other 0-05 

If the last name peributes are not the same b e e n  two FiJIName name-phrases, the 

similvdywinequalo* 



i=l 

where Wi is the importance Mhie of ith amibute shown in the table 3.7. qnIi>n2i) is 

Whai the v h  of Smn is more than the h h o l d  d u e  (10.8 in practice), these two 

nune-phrases NI and Nz are deemed to be the same. 

Table 3.8 is a summary of results of the FullName match method. It lLrs some special cases as 

examp1es. (A and B represent FullName n a m e - p h .  A is presented using bold font. The 

resdt c o h  shows the smilaricy h e e n  A and B.) 

For example, A is W. Smith". B is deemed the same as A O+ if th& LastName 

attributes are the same. 

For example B is UJustice. S&. A and B can be deemed as the same. Accordmg to 

Eqytion 3.5, the similarity equais 0.8. 



For arample, A is "John Smithn. B is deemed the same as A ody if th& LastName 

amibures are the same and B's F i a m e  is empty or the same as A's. 

For example, B is "John Smith" or 'Mr. Smithn. B is the same as A. A C C O ~  to 

Ecpation3.5, the similancy equaS 1.0. 

For example, B is 'George Smithn. B is not the same as A. According to Equahon 35, 

the s;m;kr;ty equais 0.7. 

For exampk, A is W. John Smith*. B is deemed as the same as A only if th& LastName are 

the same, B's FirstName is empty or the same as A's, and B's T i e  is ernpry or the same as 

A's. 

For example, B is "Mr. George Smith". B is not the same as A. Aaorduig to @on 3.5, 

the equals 0-7. 



Table 3.8 Suamiary of d t s  of the FullName match method 

1 oeha Title FoiName MiddleName Last Name Resuit 1 
Mr. Smith 

Justice* Smith 0.8 

J o b  smith 
George Smith 0-7 

Mr. Smith 1.0 

Mr. George Smith 0.7 
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This chapter disclisses the evaluation of the qualuy of the nmvs representation malung 

programs and the documentd~~~l~nent similriey algorichms descrhd in Cbapter 3. Two 

different mechods are useci. F i  a cpmtiranve evauation of a test set shows how accurate and 

efficient the association is. The test set indudsd 78 articles from one day randody chosen 

from the HaliOur Herald The o h  m d o d  of testing was using the users. Recall and Precision 

are used to evaluate the resuk The test set included atmnate data £rom the Halifax H d d ,  

data fiom different newspapers, the MSNBC, RRam and Yahoo! News on Asia site. The 

methodology of the evaluation and the results ckrived are pce~ented in the following sections. 

4.1 Evdwtion of the associated name-phrases 

Before we ptesent the test Rnilu, we will define the words used in this section. A tem hm 

means any single w o d  h p m t  tems mcan the tams covering speaal idormaeion in an 

article. For example, %lifaiP, Tova" and "ScotL" are inptmtdomr~. Irrpoptprt~ meam 



The test set 

The colledion of news stories used to cMhute the quaiity of the prognms is a set of 78 news 

a d e s  from five different categories: 

Nova Scotia News (28) 

These were chosen from the April 1, 1998, edition of the HailifUr Herald neFRSpaper. Further 

information on the coIlection that we used is given in Table 4.1. 



Table 4.1 The infinnation of the test set 

Gtegones # of Total Terms # of Caphl Temis # of Important tenas 

Nova Scotia News 8376 1315 1067 
G m d  News 6075 748 575 
Wodd News 4533 612 472 

Blxsiness 3857 607 498 
Entertainmens 3477 557 439 

The number of Importaos Temis obtained was by d inspection of the 

doaunerrts. The chosen standard was bved on hiurÿui behavior Li a trvpothetical news reading 

situation. How wen the programs cm find and associate the importarrt terms wirh a news story 

is important. Before testhg programs, we first a d p e  our test sa 

According to the occumnces shown in Fipuce 4.1, the capid tums are 14.6% of the total 

tenns. We found rhac the percentlge of capiral temis were lower for long artide than for shoa 

ones. The average total terms are 299 terms per artide in a Nova SCOM categoxy and its 

percentage of capid terms is 15.7%. The average total temis are 405 terms per artides in a 

Gnada News categoxy and bs percent is 123%. 



cIsaper4 R m f a  

Figure 4.1 The percentage of capital temu 

I The percentage of capital tenns 

The percentage of important terms in the capid temis was found to be between 7% and 

82% as is shown in Figure 4.2 

Figure 4.2 The percentage of important tams 

The percentage of important terms 



H m  well the feanire namephrases can be exazcred is inipor~ast for the doaimentdocument 

similaray prognms because different feanires have different catcdarions. The wrong feanire 

ciasdication will diredy a f k t  the preasion of a system. Further it may cause an d a t e d  

match to be re~unied to the user in an elecaic newqmper system. We use accuracy u> evaluate 

this performance. Aamzq refers to the percentage of name-phrases rhat are comecdy dvsified 

into different feature classes. 

For example, there are 10 name-phrases in a news obieu. If there are 6 name-phrases in the 

FullName class and 5 of them are FullName name-phases, the acniracy for the FQNarne is 

83%. 

In the test run, a news object was generared for each artide in the collection. Based on manual 

;..Pea;on, the r d  obtained for the average acniracy for the EventDate, EventLocrçon 

and w a m e  namephrases are shown in Table 4 2  

Table 4 2  The results of accuncy 

NS CANADA WORLD BUSINESS ET 
# of EventDate 21 25 18 20 20 
A-v 100% 100% 100% 100% 100% 
# of EventLocation 20 32 18 49 7 
A-v 100% 100% 100% 100% 100% 
# of FdNarne 134 45 39 42 32 
Accuracy 92% 93% 94% 94% 93% 

Avg. of Accuracy on EventDate 100% 
Avg. of Accuracy on EventLocation 100% 
Avg. of Accuracy on FullName 93% 



How wen the fe~ure nampphrases cover the important infoxmation h m  the original artide 

affects die d of a syaun. High recd meam dip we do not miss rrlated doauiiaits to be 

r d  to the users. We use assoaation to evhiae this perfomance- Assoaztion refers to the 

perremage of important name-phrases associated with a givai news story. 

For example, there are 10 important phrases in the O@ artides and 9 of them are induded 

in the news abject, and the association is 90%. 

In the test nin, a news object was generated for each article in the collection. B a d  on m a d  

iqection, the result obtained for the average of association is shown in Table 4.3. 

Table 4.3 The resuIts of association 

NS CANADA WORLD BUSINESS ET 
# of important phrases 344 200 166 241 130 
# of important features 317 182 149 212 116 
Association 92% 91% 90% 88% 89% 

Avg. of Association 90% 

B a d  on manual inspection the c o r n  percentage of EventData terms is 100% out of 104 

EventDate phrases in 78 articles. The coma percentage of EvenLocdon tems is lm%. 

The algorithm of m a r n e  phrase extraction use the fint m e ,  lasr name and d e  

dictionaries as mat& t e m p k .  The a s s d  terms in the FdName class has the 93% 

correct percentage of FullName terms. The average of association is 90%. 



The probIems 

There are three reasons that cause problems in selecting important phrases wdhin a news 

Informal EngIkh spebgs - When a name-phrase is a fore* phrase b e g k q  wHh a 

lower case letter, it carmot be wociated with the news o b j a  For example, the phrase 

"La du Ronge" d be associateci wbh the news object as two namephrase 'La" and 

"Ronge? These m o  namephrases cannot represent th& original meanings in the 

article. As a d t  it causes some noise term. 

Punauation problems - P u n d o n  is no- considered to sepamte narne-phrases 

in our idgoritbm. If the #on is not correa, R may cause important temis to be 

d For exunple, if a right apostrophe or kfi apostrophe is missed in an artide, 

the name-phrases are ezceraaed incorredy. Sometimes the programs put u n r e l d  

tenns together. 

Special terms - The prog~ams do not pmvide a function which can process spePal 

texms, such as '&" and 'of' and ic may lad to missing impotranc terms. For example, 

the name phrase ''AT8SI" can be ewaaed cor+, becaw it is one word But the 

phrax"AT&T"~otbeemraaedm&,becauseitisthree-wdphrasewirha 

special charaaer 'W. 



4.2 Tests with the users 

There are cwo standard meanires in IR for reCrieVa suocess: d and precision. R d  is 

defîned as the number of relevant documents reCrieved in response to a query divided by the 

total rmmber of relevant documents in the collection. AgUiol is defined as the nimiber of 

relevant documents retrieved in response to a query divideci by the total number of retrieved 

documents. R e d  is the ab* of the ~ynem to present all relevant items. Precision is the 

ab* to present O+ the relevant items [I 1. 

The followhg testing was conducced with the a i .  of calaikang the recd and preckion after 

searches using k t  the selected aune-phrases set and second the news object itself. Hence, we 

dis<liss the threshold of umilanty used by different searches. 

The document set 

Based on the news d m  domain, a set of 25 documents was pre-selected kom the Reuters, AP, 

MSNBC and Yahoo! Asian News web site. Thqr are published baween June 1% 1998 and 

June 20, 1998 kom above news resources. There are news stories rrl;aed to the war in 

Kosovo, Iraq oil and Anan economics, etc 



The peAomunce measures used are! precisÎon and recall. The doauneflt set does not diange 

overthe duration of thL expriment. Recall is calculad bymanudygoing though each of 

the stories in the document set. 

For each xenario, e;ich document is clasifid as relevant if the major topic of the news story 

was wociated with Kosovo. We selected 0.4 as the nmilancy threshold 

Scenario 1 

Suppose we have a user named A who is a gramiate student wrking a thesis on the present 

politid siniation in Kosovo. A is interesteci in gathezing information about what kind of role 

the R L I & ~ ~  government phys in Kosovo. So A seleaed some name-phrases shown in column 

S 1 of Table 4.4. 

Of the 25 stories, 17 stories were retuxned as related and all of these were found to be relevant. 

Manual inspecrion found that no articles relateci to Kosovo in the collection were missed So 

in this case the f&er achieved 100% recail and 100% precision. 

Scenario 2 

Suppose we have a user narned B who is a gaduPe &t wrieing a term paper on the 

present pliacal situation in Kosovo. B is interestecl in gathering information about what kLid 

of role the American government phys in Kosovo. So B seleaed some name-phmes shown 

in c0lii11~1 S2 of Table 4.4. 



Of the 25 stories, 13 stories were retumed as rrLted and all of them were found to be relevv~t 

Mamai inspeaion found rhar 2 articles on the Kosovo warwere misseci So rhe f h r  achieved 

slighiy over 87% 4 and 100% pression. 

Suppose we have a user named C who is a p c h a t e  sndem writing a thesis on the present 

politicai situation in Kosovo. C wants to know h m  deeply related 0th- doaunents are to the 

story titled 'Contact gmup seeks Kosovo solution" in June 1% 1998 from MSNBC In a nuq 

the news object of thïs report is created to be used as a search. The mephrases were shown 

in S3 columns of Table 4.4. 

Of the 25 stories, 11 nories were returned as related and all of than were found to be relaam. 

M d  inSpeaion found thar 6 &des on the Kosovo war were missed. So, the filter achieved 

slighdy over 45% d and 100% precision. If we sel& the similnty threshold as 0.3, of 

the 25 stories, 14 aories were renrrned as related and 13 stories of them were found to be 

rdevant. Manual hspdon  fotmd thar 4 artides on Kosovo were missed So the is 76% 

and precision is 93%. 

summary 

Because we used a very simple mnhod to calculate the documentdocument smhq, noise 

temis have the same weights as Unportant terms. It wu observed r i i P  d e n  a user uses a news 



the recall goes up. As a res& we do not miss =me related to be retunied to the 

user. When a search uses a set of name-phrases seleaed by the user, the optimal si- 

threshold was observeci to be 0.4. Gen+ the aame-phnses inchrded in a selected name- 

phrase set are ddom noise ones. W6hout the noise phrase affection, the optimal similamy 

The dected name-phase set direct$ affeas the Mhies of r d  and pmigon. For example, 

the user A d d  a good namephrase set, so both r d  and pression are d e d .  

hiring the experiments, the vahie of d is not stable, but the value of prPMon keeps high 

whai 5 uses the selected name-phrase set as search. A p d y  seleaed namephrase set wdl 

cause lower recaL For atampfe, if user B's profile is used to search related documents about 

KOSOVO. The recall is 76%. It mLsed two scories about the reiationship of R d  and KOSOVO 

in the histo'y. These two stories are related to the Kosovo topic, but do not address the role of 

the Amaican goverment in the Kosovo war. So in scenario 2, the r d  is 87% Wer.  



chapter4 Remlts 

Table 4.4 The oune-phrases selected by the usas in three searches 

<E;ULLNAME> 
Slobodan Milosevic 
Boris Ydtsin 
Igor Sergeev 

<OTHERS> 
NATO 
UN. 
Albanhm 
Bosnian 

S3 
<EVENTLOCATION> 
Moscow 
Washington 
Pakistan 
India 
I* 
Germanp 
Fmce 
Russia 
u.states 
Albania 
London 
Yugo* 
CESENTDATE> 
Thursdai 
F* 
<FULLNAME> 
Serbian President Slobodan Milosevic 
State Madeleine Alb*t 
Defense Secremy Wiiliam Cohen 
Bxitish Foreig~ Secrrary Robin Cook 
Russian Defease Minister Igor Sergeev 
<OT)IERS> 
G-8 
RepreSeLltatIYes 
Contact 
Albanians 
NATO 
Macedania 
Kosovo Albanian 
UN. 
Bosnian 
Reuten 
BBC 
Britain 
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Chapter 5 

A News Document-Filtering Agent 

The n a ~ s - h a g i e t t  is a cornputer prognm that £ilters on-line news from the Internet 

according to the penonal k e s t s  of the user, and presents the "strongestn matdi to the user. 

The agent interaas wbh the user to &e documents from the on-line news b a d  on name 

phrase similanties. The name-phrases used for searches are those associaeed with a *en news 

objeas. The filtering service supplies a set of tools to 4;ddy create a news object, disph 

idormarion about a news object and Ca& the nmilariey between two news objects. They 

let the user pi& a topic, set parameters for s m d a q  and return a set of r e l d  articles. 

Finc we desaibe the archdedurr of the news document-£illtering agent. Second we descri.i a 

simple example to show how the service wotks F M y  we dLcuss how to create a good 

search. 



Chapter 5 A News Domment-Filtering Agent 

S. 1 The architecture of news domment-filtering agent 

As shown in F ' i  5.1, the News Document-Fherhg A p t  mnsists of four main m d e s  - 

RepreSentation, User Interests, Web Brwer ,  and News Server. The Representation module 

genemtes an object for every news document &ered h m  a W niimber of resoulces. The 

U s e r I m e r e s t s m o c h i l e d o w s t h e u s e r t o ~ ~ h i s o r h e r ~ i n f i m r p ~ ( ~ a  

set of name-phrases) than the documents theniselva. The Web Browser module provides a 

Web inrerface to present HIML doammas. The News Server module establisha a 

conneaion wich the interna filteing engine by the dent CG1 progr;an. The user submiu an 

interest search by selerpn% name-phrases. The News Server sen& a CG1 request to the 

filterhg englie and receives the response. The imemal filrering engîne supports two kinds of 

searches. In the first case, the user can request the documents based on name-phmes 

searches. Say a user is htaested in UN news reports and he or she submia a search CO- 

of two words TIN and UN Generai Assembly". The engine then retums a set of documents 

including these n a m e - p b .  Second the user can request documents relared to a news object 

search. Say a user is interestecl in documents similar to a news report d e d  "Israel adopts UN 

resotution on Lebanon ddrawa" .  The engioe then mums a set of documents based on a 

threshold of Miilariey, &ch the user can set. 
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Figure 5.1 The architecture of a news document-fiftering agent 

News 

5.2 News docummt-filtering agent p r o t o p  development 

We describe a simple arample to show h m  a news object is created, how the document- 

doaunent simikriry is dculated and how a use.r search is p r o d  There are nvo types of 

WWW interfaces used for two differmt tasks. The 'Automatic News Filtering TooLn shawn 

Li Figure 5.2 is used for the intemal f h m g  engine whkh helps the user m a t e  nem objects 

and calahes the documentdocument s;arilar;ties. The "Todays H A = "  shown in Figure 

5.3 is a demo of the news fitrenng system which allm the uwr to bmwse todafs h a e s  

and search for documents baseci on our filtering algorirhms (desaibed in Chapter 3). 
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Figure 5 2  The interface of "Aueormtic News Filtering Tools" 

N-RawEiler: 

G News O En!- O Busmess C S ~ M  C EdttonnULctan 
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5.2.1 Automatic News Fihering TooIs 

The WWW 'Automatic News Filmhg T& shoum in F- 52, is used by the 

imanal f b k g  engine. It indudes three modules: mate a n w  object fiom a news nory, 

cal& doaimentdocument grniluicies, and conduCr dictiomuy +es. 

Geate a news object and Save its i d d o n  as a rep file 

Suppose we have a raw news file named 'ms&&ûIE&, as foIlows. It is a marked up file 

using tags which are describeci in Chtpter 3. 

-DATE> 
Wednesday April 1 5 4  1 PM ET 
<rnDATE> 
e m D L I N E >  
OPEC tries to get its act together 
~ r m  
<BYL]NE> 
By KariHuus, MSNBC 
</BYLINE> 
<OONfENT> 
World oil producers have banded together to lima supply, but coopuPion 
is likeiy to prove short-hed once again. 

Afru the user fills in the News Raar Fh field (using 'msnbc040lE.d as example) and 

seleas the 'Buildm button (shown in Figure 5.2). The d t  is shown as Figure 5.4. 
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Figure 5.4 The resuh of a news object aeation 

(king 'msnbd).K)lEad" as example) 

1 -  -. 

News Representation Object 
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The information of object is saved as 'ns mmbcMû1E.rep"' as follows. 

.dTm3 
OPEC tries to ger its an together 
<AUTHOR> 
By Kari HUUS, MSNBC 
<DATE> 
Wednesday Apd 1 5 3  1 PM ET 
cAGENCY> 
cEvENTLOCATION> 
M e c 0  
Saudi Arabia 
V e n d a  
<mrENTDATF\ 
Nov 
Tue 
cFmmuMD 
P a  Ting 

Salomon Barney 
<cnHERS 
Wodd 
Oil 
OPEC 
Vokwagen Bede 
GREA 
TEMP 
TYPiaiiy 

When the user selects " R d n  bimon, he or she can check if the format of the file is correct. 

The module ody accepts a d d  file as described in Chapter 3. 

This process is fast. After nmning the program 26 times using rwenfy-six different marked 

up Hes as input, E takes 2-3 seconds per docwnent. These marked up files are obrained 

from H a k c  Herald, MSNBC, and Reuters. They are total 90.4KB. The aveqe space of 

each document is 3.48KB- 
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Caidate  a document-document similvity 

Suppose the user wams to calahte the sLnilanty of two news documents. Afkr he or she 

£ils in the First Rep File and the Second Rep File fields (uskg ns-~bc040l-rep and 

ns-l25a.rep for example) and sel- the "Similaricy" bunon (shown in FigUre54, the r d t  

is shown as Figure 5.5. 

Figure 5 5  The result of a documentdonimmt similarity 

The Resalt of Similarity 

1 * 

The header infannation of f k t  rep: 
0 Fiit:C:~sts&warid 040 lt.epLis~msnbcû40 1Arq 

I 0 Tde: Paula Jones' suit agakt Presidcnt Clinton dislnissed 
1 

The header i n f ' o d o n  of second rep: 
i 0 FiIc:C:\testset\worid 040 1 ktpLisl25arep 
/ 0 Tîe:  AWSS ncaiis c o n s d  ser wiih Clinton 
1 I 
The rpnilarity Table 

Location 3 
Event Date 3 
Full Name 12 
Organaation 13 
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It raums information about how many cornmon feanae n a m e - p b  exkt becweai two 

objects, and the Mhie of mdaity. For example, there are 5 wmmon FullName m e - p h  

and 1 O p r h ï o n  mme-phrw exking between the two objects (ns - msnWlkrep  and 

ns - 125arrp) shown in Figure 5.5. A m d q  to Eq. 3 2  desaibed in Chapter 3, the important 

This module supplies an interface (Figure 5.6) to improve the diaionaries. These dictionaries 

are used to match feanire name-phrases and delae stop words There are £ive different 

diaionaries used in our algorithms. Thqr are: stop& place, d e ,  firsc name and last name 

dictionaxies. Each rype of dictionary, except the stoplist, indudes 26 sortfiles. A so@k is a file 

usingthe firstletterof h nameas anindexanddtamsinthis file beginwbhits index. 

The user c m  quuy a diaionary bg selecting a radio button. For example, the user may c~iery if 

the word "Typicdf is a stop word. As the example shown in Figure 5.4, the word "T* 

is associateci with the news objea. But k is not a meaningful phrase for describing an event 

After getting the query r d  shm in Figure 5.7, the user thai decides if the word 

"Typidy" should be added to the stoplis. The user can am+ iofonmtion associateci with 

m e r o u s  news objects, and then improve diaionaries based on lis eXpenmces. 



Chopter 5 A News Damment-Filtering Agen! 

Hac we do not provide add or ddde funmon to dynarnidy modify diaionaries, beause we 

do n a  wanr any inteniet user to modify tbem without protection The user senb the mesage 

askuig for modification to the server. The semer is responsible for modifyin% these 

F i g w  5.6 The interface of the query didonary 

il News Feature Dictionaries 

I O Location O Ti 0 FirstNamc 0 LastName 0 Stop Worci 
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Figure 5.7 The resuit of a dieticmary qery 

The Result of Your Query 
. 

The mm Eirt: 
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The aToda/'s HdIines'' WWW interfaces s h m  in Figure 53 supplies a set of seMces to let 

the user select news stories and fmd d e r  r$ated ones. 

Suppose a user seleas a news sto'y titled ' U.S. cnild lose UN vote" by di+ the hypertext 

link in Figure 5.3, as shown in Figure 5.8. 

Figure 5.8 The news story web page 

The United States could fâce the mibarrasmirnt of losing its vote rigtits in the UN Gmeral Assembly Eh 
doesn't pay $600 d o n  towznds hs overb b9s by the cnd ofthe caiendar ptar, the #on's mw 

end of a catadar year, thta unpaid &es equal or surpass two ycds  worth of assessed coofributioas. 
That nrlc &es not CO= votiq ngb on the Secirnty C o u d ,  on which the U&d Statcs si& as a 
pczmanent munber. S U  Fncbtta wamd tht section 19 thrcat is a rtal one for tht Amcricans. Tfor 
some mason thcy would be late in malang thcir papnient tfris Far. becausc o f k  accrmnilated m a r s  
they mi& actuaüy go ovtr the top,' said Fnchc&e, a Cauadian dipl~illitt and senior public servant who 
took up k post at the UN a month aga She said that whh üN bJls arc due at tht bega3nmg ofthe 

It bas contiwrcd 

Biii Clinton askcd 
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The user then cm reQieve doannenrs h m  our Today Headlïnes news collecrion based on 

name-phrases search s h m  in Figure 5.9. The news m e r  c~pes the news objeas for every 

document in the 00Jleccion and displys them in the news object Web page. The user clicks the 

'datedm hpdds shown in Figure 5.8 to nmigare to the news object Web page. The header 

information asssoaated with the news objea is shown in the h& table. The fe;nnue name- 

phrases assockd d the nw objea are W in the f e ~ u r e  table There are four cuhimns, 

Event Date, Event Locarion, FullName and Others. Based on the name-phrase set, the user 

an pick some namephrases to submb a search. The news server finds the doaunen*i in the 

collection indudmg an or partial mme-phrases and returns th& hypemxt Iinks to the user. 

The user follows these links to fiad out the r e W  stories. 

In this derno the news colsaion indudes 17 documenrs on Apd 1,1998 fiom H d k  H d d ,  

MSNBC and Reuters. 

Figure 5.9 shows the input for a user s e a d  In this example, the user pidced the 

EventLocation name-phrase 'London", the FullName name-phrase "Canadian Louise 

Fdette" and "President Bill Ciinton", and the Others namephrase "UNGeneral Assembv 

and 'Securiry Cound*. 
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Figure 5.9 The name-phase set  search 

The news m e r  remms the renilt shown in Figure 5.10. The report d e d  *US could lose UN 

voting nghts" is the best match. It inchides aIl namephmes appearing in the user search. 

Accordhg to Eq. 3.1, the s i d a h y  h e m  this doaiment and the search is 1 (SA). The 

report titled 'Israel Adopts UN. Lebanon RJlorit Decision" is also renuned as the devant 

documents. It indudes three name-phrases & in the user searc4~ According to Eq. 3.1, 

the simikrity baween this doaima and the search is 0.6 ( 3 4  
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Figure 5.10 The rchPn of a name-phase set search 

I 
I The Result of your search 

, U.S. could lose UN votr4n mbts 

I 

5.3 Haw to pi& a good search 

To effectively flter the infomation, the user mut be careful in the search phase. For example, 

if the user seleas ody one word such as ''Tuesdap, the word 'Tueçday" is U d y  to mardi 

mpry artides that jw h a p p  to have an occurrence of that date & If 

hisorhaimerescsinmo~dnail,suchasgMngafullnamenamcphrase 

phrase,theresuhsdbefarbeaa. 

or location name- 



Chapter 6 

Conclusion 

6.1 Results of the Study 

The methodoIogy presented in this thesis will assist news delivery system development in 

several merent ways 

1. It provides a fasr way of sfang through news documents for meanuigful uifomation that 

can be used in linking reLred stories. 

2. It Mer assists an ;niromatîc text categorization qmem to clas+ news document imo 

predehed categories, t h e ~ b y  grouping rekted ones togecher. 

3. It presents a rehionship (the same, simikr or different) b e e n  two news do<limerns. 

Hence it provides & o d  kndedge for the leaming process. 

This name-phrase b d  filtering engine works well for news arcides which typicdy deal wbh a 

parti& ment, person, place, or thhg and have e n 0 4  name-phrase dues in the doauneut 

thar cui be exploid 



There are shoncomings to a name-phrase based approzch to fhring. Firsc, the user canna 

atRPIys get the concept of an event d k d y  h m  feahire name-phrases. Second, the threshold 

of sin3ariry between two news abjects needs to be kept lm in order to improve the reCan. 

The opnmal threshoId due was f m d  to be approzamdy 0.3. 

6.2 Future Work 

Thm are two inreresMg direaions for fruurr woik conoeming this news document-fhing 

algoritiun. One area of future work is to improve the q d q  of namephrases selected h m  

the origrnal taa This indudes improving the algorithm for exmahg proper names and 

creating a word-patteni for dealhg with synonyms. The o h  d i d o n  for future work is to 

we&t name-phrases associated with a news obi= 

Algorithm opthization for el~tracting propa names and discovaing word-pattern 

Amrding to different types of news stories, differeat algoriehms my be used for exaacMg 

proper names. It wu found d m  the algoriduns used for business news should deal 

wich numben and Company names, and the algorithms used for sport news should deal with 

scores of games. For example, the scores should be associd with one or more given person 

names or team names. 

A d-- is a combination of words tha deals with the tr;uiety of ways in which t e s  can 

be written For example, "ABC Bank", Bank Beijing" and "ARC Bank of Ottawa'' refer 

to the same 0-011. In Mier implementazion, the algorithm should consider a more 



sophisticated technique to discover some guiml word-pptems to improve the performance 

of cal- the news objat overkp. 

Algoridim optimu1tion for impmwhg the r e d  

An effiaeut my to itnprove the recd is for the aigorithm to provide a set of d e s  to we&t 

feaaire n a m e - p h  d e r  through cal* the fiequacies of name-phrases or mamdy 

wQ%bMg f- name-phrases by iaspeceon. Funire new~ 6hmin.g systern developmerir 

shodd get feedback h m  the users, and then automatic@ adjust the weighu of the name- 

p h -  
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Appendix A 

The Explanation of the Core Program Modules 

We supply a sa of object-oriented core of PERL modules- The "buildrep.pmm and 

"fullname.pmm modules are wd to  extra^ feanür n a m e - p h  fiom a news document and 

instantiate them to the news object. The "newsitemprn" module is used to create a news 

object. The 'simcorn.pm" module is used to cal& the nmikruy between two objects The 

"topicdb.pmm module is used to save or more an object. The "newprimpm" module is used 

to present informacion associated with an object via the WW\K7 interface. Based on mahob 

inside these modules, it is easy for the user to develop a ainomer news filtering agent systan 

U h g  Our filtain% algonthms. 



F o ~ ~  we desaibe how to cd these methods. 

use nmsitem; 



3. Save an objert to a rep Be or restore an object h m  a rep file: 

use topicdb; 

8nopicdb::save - newsitem($objea, $rep£îie); 

$abject - &topicdb:sestore - newgtem($repfile); 

4. Ca& the smikrity h e m  two objeas: 

use simcorn 

5. Print information associated with an object via the WWW im&u 

do "newsprin~pl"; 

&ableetemrs ($0 b ject) ; 



Appendix B 

A Perl Module for C e  a News Object 



package newsitem; 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
# #  
# #  CLASS: newsitem-pm 
# #  PURPOSE: To encapsulate the data and methods for 
# #  creating a news representation object. 
# #  AUTHOR: Hong Wan 
# #  CREATED: 18, Nov 1997 
# #  MODIFIED: 20, Mar 1998 
# #  
# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #  

sub new( 
my $self = { ) ;  
#$self -> initialize; 
bless ($self) ; 
return $sel£; 

1 

sub - initialize{ 
# Initialize data members 
Sself ->{'titleW) = undef; 
Sself ->{ 'author') = undef; 
Sself ->{'datev) = undef; 
Sself ->{'name') = undef; 
Sself ->{'locationf) = undef; 
Sself ->{'eventdate8) = undef; 
Sself ->{'otherst) = undef; 

1 

##---------------- Acc-ssors ........................ # #  
sub addFullname{ 

my Sself = shift; 
Sother = $ - [ O ]  ; 
Stitle = $-[Il; 
Sfirst = $-[2]; 
Smiddle = $-[3] ; 
Slast = $ - [ 4 ] ;  
Srec = { ) ;  
Srec->{'othert) = Sother; 
Srec->{'title') = Stitle; 
Srec->{'firstl} = Sfirst; 
Srec->I1middle') = Smiddle; 
Srec->I'lastl) = Slast; 
push @{$self ->{'fullname')), Srec; 

1 



sub getFullname{ 
rny $ s e l f  = s h i f t ;  
r e t u r n  @ { $ s e l f  -> { ' f u l l n a m e ' ) ) ;  

1 

sub a d d T i t l e {  
my $ s e l f  = s h i f t ;  
if (@-) { @ { $ s e l f  - > ( ' t i t l e 8 ) }  = @-) 
# r e t u r n  @ { $ s e l f  - > { ' t i t l e ' ) ) ;  

1 

s u b  g e t T i t l e {  
my $ s e l f  = s h i f t ;  
r e t u r n  @ { $ s e l f  - > { ' t i t l e m ) ) ;  

1 

sub addAuthor{ 
my S s e l f  = s h i f t ;  
i f  (@-1 { @ { $ s e l f  - > ( ' a u t h o r ' } )  = @-} 
# r e t u r n  @ { $ s e l f  - > { ' a u t h o r ' ) } ;  

1 

sub getAuthor(  
my $ s e l f  = s h i f t ;  
r e t u r n  @ { $ s e l f  - > { ' a u t h o r ' ) } ;  

1 

s u b  addDate{ 
my $ s e l f  = s h i f t ;  
i f  ((3-1 { @ { $ s e l f  - > ( ' d a t e ' ) )  = @-) 
# r e t u r n  @ { $ s e l f  - > { ' d a t e 8 ) } ;  

1 

sub getDate{  
rny $ s e l f  = s h i f t ;  
r e t u r n  @ { $ s e l f  - > { ' d a t e g ) ) ;  

1 

sub addAgency{ 
my $ s e l f  = s h i f t ;  
i f  (@-1 t @ { S s e l f  ->{ ' agency'  ) ) = @-) 
# r e t u r n  @ { $ s e l f  - > { ' a g e n c y l ) } ;  

1 

sub getAgency{ 
rny S s e l f  = s h i f t ;  
r e t u r n  @ { $ s e l f  - > { ' a g e n c y ' ) ) ;  

1 

sub  addLocat ion{ 
my $ s e l f  = s h i f t ;  
if (@-) ( @ { $ s e l f  - > { ' l o c a t i o n ' ) )  = @-1 
# r e t u r n  @ { $ s e l f  - > { ' l o c a t i o n ' ) ) ;  

1 



sub getLocation( 
my $self = shift; 
xeturn @{$self ->{'location')); 

1 

sub addEventdateI 
my $self = shift; 
if (@-1 {@{$self ->('eventdatef)) = @-) 
#return @($self ->{'eventdatev)); 

1 

sub getEventdate{ 
my $self = shift; 
return @{$self ->( 'eventdate')); 

1 

sub addothers ( 
my $self = shift; 
if (@-1 {@{$self ->('otherst}) = @-) 
#return @{$self ->{'othersl)); 

1 

sub getothers ( 
my $self = shift; 
return @{$self ->('others')); 

1 



A Perl Module for Extraaing EventDate and Evenhcation from 

News Documents 



package buildrep; 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
# #  
# #  CLASS: buildrep-pm 
# #  PURPOSE: Ta extract EventDate and EventLocation 
# #  from a news document 
# #  AUTHOR: Hong Wan 
# #  CREATED: 18, Jan 1998 
# #  MODIFIED: 20, Max 1998 
# #  
# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #  

use dbm-create; 
use FileHandle; 

sub newstitlei 
my(Sitem) = pop @-; 
#local ($file) = @-; 
my(Stitle1ines) = @-; 

my Sflag = 0000; 

Next : foreach S- (@$titlelines) { # #  extract header information 
if (/<HEADLINE>/) { 

next Next; 
1 
if (/<\/HEADLINE>/) { 
$flag=0000; 
next Next; 

1 
if (Sflag == 1000) { 
push @title, S-; 
next Next; 

1 
if(/^<BYLINE>$/){ 
$flag=0100; 
next Next; 

1 
if(/<\/BYLINE>/){ 
$flag=0000; 
next Next; 

1 
if (Sflag == 0100) { 
push @author, $-; 
next Next; 

1 
if (/^<PUBDATE>$ / )  { 
$flag=0010; 



next Next; 
1 
if (/<\/PUBDATE>/) ( 
$flag=0000; 
next Next; 

1 
if($£lag == 0010) { 
push @date, $ - ; 
next Next; 

I 
if(/"<CONTENT>S/){ 
$ffag=0001; 
next Next; 

1 
if (/<\/CONTENT>/) { 

Sf lag-0000; 
next Next; 

1 
if (Sflag = 0001) ( 
push @body, $_; 
next Next; 

1 
1 

# #  set value to the object # #  
if(scalar(@title)) {$item ->addTitle(@title);) # #  in case nul1 array 
if(scalar(@author)) {$item ->addAuthor(@author);) 
if (scalar (@date) ) {$item ->addDate (@date) ; ) 
#if(scalari(@agency))(Sitem ->addAgency(@agency);) 

return @body; 
1 

sub newsiterni 

# #  Read content information into array # #  
local ($item) = pop @-; 
local (@lines) = @-; 

# #  Split each line into single words and Save thern into an array # #  
foreach Seveline (@lines) { 

@chars = split / /, Seveline; 
WORD: foreach $ (@chars) { 

i f s  {chop $-; ) # #  del \n 
if(/"\Wf$/)(next WORD;) # #  skip blank line or symbols 
#if(/"\W*(\w+) (\)\W*)$/) {push @body~ords~ $1) 
#ei~if(/~\((\w+\W+)/) { push @bodywords, $1) 
else { 

push @bodywords, $-;} 
1 

# #  May 
NEXTBODY: foreach S-(@bodywords){ 

Srnayflag++; 
if (/"May$/ I I  /"May\.$/) ( 



Spre-word = $bodywords[$mayflag-11; 
if ((Spre-word =- /\w+\.$/) I I (Spreword =- / \ w + \ ; $ / ) )  { 

Next NEXTBODY; 

else { /(\w\w\w)/; push eeventdate, $1;) 
1 

1 

# #  Read stoplist into an array # #  
@stoplines = &locate-stopwords; 

# #  Read month dictionary into an array # #  
@monthpattern = &locate-monthjatterns; 

# #  Read week dictionary into an array # #  
gweekpattern = &locate-weeksatterns; 

NEXT : f oreach Sword (@phase) { 

# #  dash 
if (Sword =- / (\w+-. *\w+) \W*$/) { push @forname, $1; n e x t  NEXT; ) 
#@split = split /$$/, Sword; 
# #  incase B.C. 
if (Sword =- / ( [A-Z] . [A-Z] . ) . + $ / )  { 
push @checkplace, $1; 

1 

else { 
my($i) = 0; 
@split = split /$$/ ,  Sword; 

NEXTTERM: foreach S- (@split) { 
Si++; 
/^\W*(\w+) .*$/; 
$match=$l; # 
Sget = &extract term(@stoplines, $match) ; 
if (Sget ! - /$match/) 

C 
if(/^(\w+\.).+$/){Smatch = $1;) # #  in case Feb. 
Sget = &extract-term(@monthpattern, $match); 
if (Sget =-/$match/) { 

Sget =- / (\w\w\w) /; 
push @eventdate, $1;) 

else { Sget = &extract-term (gweekpattern, $match) ; 
if (Sget =-/$match/) { Sget =- / (\w\w\w) /; push eeventdate, 

elsif (Si > 1) { Ssave = join "$Sm, Ssave, $match;) 
else{ Ssave = $match;) 

1 
1 
eise { Si--; next NEXTTERM;) 

1 
push @checkplace, Ssave; 

) #else 
1 



# #  Define key set of place # #  
@KEYNAME = ("A", "Bw, "Cn, "Dm, "E", "Fm, "G", "Hm, "IN, "J", "Km, "Lw, "Mn, 

"NWt "Ont "PW, "Qn, "Rn, "Snt "T", wVnt "Wnr "X*, "Yn, "Zn) ; 

# #  Extract EventLocation from the proper name set # #  
foreach S- (@checkplace) { 

/"\W* (\w) /; 
@places = @{Splace{$l)); 
Sget = &extractglace(@places, $-); 
if (/$get/) ( 

push @eventlocation, Sget; 
1 
else { 

# #  River, City and Mountain 
if( (/River$/) 1 I (/City$/) 1 l (/Mountains/) ) { 

push @eventlocation, $-; 

1 
else { 

push @nextstep, $-;) 
1 

if(@eventdate != 0 { @finaldate = &del-duplicate(@eventdate); 
Sitem ->addEventdate (@finaldate) ; ) 

if (@eventlocation ! = ( )  ) { @finallocation = 
&del-duplicate(@eventlocation); 

Sitem ->addLocation(@finallocation);) 

# #  process duplicated words and 's and symbol # #  
FORNAME: foreach S-(@nextstep) { 
if (/^\W*$/) { next FORNAME; ) 
if(/" (.  * ? )  's$/) { push @forname, $1) ##  incase Jan. 's 
else (push @forname, S-;) 

1 
@pre-final = &del_duplicate(@forname); 
@final = &del-loose-duplicate(@pre - final); 

return @final; 
1 

# #  Read stoplist into an array # #  
sub locate-stopwords { 
# #  Read stopwords into array # #  
Sstopfile = "/home/cstudent/0l6740w/www/cgi-bin/stoplist.txtw; 
open (STOPFILE, Sstopfile) or print "Cannot open stoplist file!$! \nn; 
@stoplines = <STOPFILE>; 
chop (@stoplines) ; # remove newline 
close (STOPFILE) ; 

return @stoplines; 
1 



# #  Read week dictionary into an array # #  
sub locate-weekjatterns { 

Sweekfile = "/horne/cstudent/01674ûw/www/cgi-bin/week.txtn; 
open(WEEKFILE, Sweekfile) or print "Cannot open week-txt !$! \nn; 
@datepatterns = <WEEKFILE>; 
close (WEEKFILE) ; 

return Gdatepatterns; 
1 

# #  Read month dictionary into an array # #  
sub locate-month2atterns { 

Smonthfile = "/home/cstudent/016740w/www/cgi-bin/month.txtn; 
open(MONTHFILE, Srnonthfile) or print "Cannet open month.txt !$ !  \nn; 
@datepatterns = <MONTHFILE>; 
close(M0NTHFILE); 

return @datepatterns; 
1 

# #  Delete stop words from a pre-proper name set # #  
sub del-stopwords { 
local (Sword) = pop @-; 
local(@stoplines) = @-; 

foreach $stopword(@stoplines)( 
Sstopword 
if (Sword 

return 
1 

1 
return Sword; 
} 

=r ~/~\s*(,*?)\s*$/$l/; # trim white space 
=- /"\W*Sstopword\W*S/) I 
-1; 

# #  If two terms aren't the same, then it returns -1. Otherwise it 
# #  returns either one of these two terms. 
sub extract-tem{ 
my(Sterm) = pop @-; 
my(@pattern) = @-; 
my ($match) ; 
my (Supcase) ; 

# #  incase U. S. 
if (Sterm =- /U.S. / )  ( return Stem;) 
foreach $-(@pattern) { 

if (Stem =- / (\w*) .?$/) {Supcase = $1; ) 
else {Supcase = Stem;) 
$match = $-; 
Smatch =- tr/a-z/A-Z/; 
Supcase =- tr/a-z/A-Z/; 
if ($match =- /"$upcaseS/) (return Stem;) 

1 
Sreturn = "-In; 
return Sreturn; 



sub extractplace{ 
my (Stem) = pop @-; 
my(@pattern) = @-; 

my ($match) ; 
my (Supcase) ; 
my(Ssum) = 0; 

Sreturn = "-1"; 
ematchterm = split /SS/, Stem; 
Si = scalar (@matchterm) ; 

if (Si = 1) { 
Sresult = &extract-term(@pattern, Stem); 
return Sresult;) 

foreach S- (@pattern) { 
@multiplace = split / /, $-; 
$ j = scalar (@multiplace) ; 
if (Si == Sj) { 

for (Sk=O; SkcSi; $k++) { 
Smulti-term = $matchterm[$k] ; 
Srnulti~lace = Smultiplace [ $  k] ; 
Smulti-term =- tr/a-z/A-Z/; 
$multi_place =- tr/a-z/A-Z/; 
if(Smu1ti-term =- /"$multiplaceS/) {Ssum++;) 

1 
if (Ssum == Si) {return Stem;) 
else {Ssum = O;} 

1 
1 
return Sreturn; 
1 

sub hash sortfiles { 
local ($filename) = pop @_; 
local ( @ ke yname ) = @-; 

foreach $ key ( @ keyname) { 
SgethashISkey) = ( )  ; 
Sname = Sfilename.$key,w.sourcew; 
Sfh = new FileHandle $name, "rW; 
if (defined Sfh) { 

@Skey = <Sfh>; 
chop (@S key) ; 
Sgethash(Skey1 = [@Skey] ; 
undef Sfh; 

1 
else print "The narne is $name. Sorry, cannot open sortfils!!\nw;) 

1 
return %gethash; 
1 

## Delete the duplicated information for an array # #  
sub del duplicate( 
local (eiist) = e-; 



@result = ( 1  ; 
POPNEXT : while (@list ! = ( ) ) { 
Spopone = pop @list; 
if(@list != ( ) )  ( 

foreach S-(@list) { 
if(/A$popone/){next POPNEXT;) 

1 
1 
push @result, Spopone; 

1 
return eresult; 
} 

# #  Delet loose duplicated information from an array. # #  
sub del-loose-duplicate{ 
local (@list) = @-; 

my(@del) = O ;  
my(@result) = 0 ;  
POPNEXT: while (@list ! = ( )  ) { 
Spopone = pop @list; 
foreach $delone (@del) { 

if($popone =- /Sdelone/){ next POPNEXT;)## incase xxx A and A 
1 
if (@list != ( ) )  { 

foreach $-(@list) { 
if ( /$popone/ ) { next POPNEXT; ) 
if (Spopone =- /$-/) { #print "Spopone ==> S- \nn; 

push @result, Spopone; 
push @del, S-; 
next POPNEXT; 

1 
1 

1 
push @result, Spopone; 

1 
return @result; 
1 

# #  Create a pre-proper name set # #  
sub cre_phase{ 
my($myinput) = pop @_; # #  input reference 

# #  Defin key set of title # #  
@TITLEKEY = ("Anr nC"r"Dn,nF","Gn~nLn~nMnrnPnrwRw~wSn)~ 

# #  Extract captical term from nonmonth news body # #  
my(Ssyf1ag) = 000000; 
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#print "--- >GET Sget --l\nW; 
# check if it is a title . 
Sin = &extract-term(@TITLEKEY, $1) ; 
if (Sin =- /SI/) { 

Sget =- /(\w+\.)\.*\?*\W*S/; # match final word 
#print "--- >GET Sget --2\nn; 
$match = $1; 
@tities = @{$titles($in)); 
Stitle = &extract - term(@titles, $match); 

1 
else{ Stitle = "-1";) 
if (Stitle =- /$match/) { 
Sget = join "$Snt $match, $-; 
push @captical, Sget; 
1 
else 
{ 
Sget =- /"(\w+.*\w*)(\.+\?+\W*)$/; 
push @captical, $1; 
push @captical, S-; 
1 

1 
elsif($get =- / \w+$ / )  { # no syi 

Sget = join "$Sn, Sget, $-; 
push @captical, Sget; 

1 
dsif (Sget =- /(\w+) \Wb$/) { # del s y .  
push @captical, $1; 
push @captical, $-; 
1 

1 # 
else { # pre-mark != mark 
push @captical, $-; ) 

) #if /" [A-Z 1 / 
)#end-nothing ==1) 

)#for 

foreach $every(@capticalwords){ 
@words = split /$$/, Severy; 
my($save) = ""; 
foreach $ - (@words) { 
Si++; 
if(/*lA-Zl/) { 

if ( $ j > l )  {Ssave = join /$$/, Ssave, $-; 1 
else{Ssave = $-;) 

1 
} 
if($save !- /"S/){push @captical, Ssave;) 

} 
return @captical; 
1 
1; 



Appendix D 

A Perl Module for ExtracMg FdName and Others fmm News 

Documents 



package fullname; 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
# #  
# #  CLASS: fullname.prn 
# #  PURPOSE: To extract Fullname from a news document 
# #  AUTHOR: Hong Wan 
# #  CREATED: 18, Jan 1998 
# #  MODIFIED: 20, Mar 1998 
# #  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

use buildrep; 
use FileHandle; 

sub fullnamet 
local (Sobject) = pop @-; 
local (@getvalue) = @-; 

# #  Define key set of name # #  
@KEYNAME = ("A", "B", "C", "D", "En, "Fm, "G", "In, "JW, "K", "LW, "MW, 

nN", "O", "Pn, "Q", "Rn, "Sn, "Tm, "Un, "V", "Wn, "X", "Yn, "Zn) ; 
# #  Defin key set of title # #  
@TITLEKEY = ("A","Cn,"D",nFn,"G",nLn,nMn,nPn,nRn,nS"); 

NEXTWORD: f oreach Sword (@getvalue) { 
@chars = split /$$/, Sword; 
Snameflag = 0; 
Selementno = 0; 
St-count = 0; 
$t_pre_position = 0; 
St-cur-position = 0; 
@other = ( )  ; 
@title = ( ) ;  
@first = ( ) ;  
@middle = ( ) ; 
Slast = ""; # #  a person has only one last name 

$count = scalar(@chars); 
if (Scount == 1) { # #  a name-phrase with a single word 

Sword =- /^\W+ (\w) /; 
Skey = $1; 
@NAMESET = @I$LASTS{$key)}; 
Sget = &buildrep::extract-term(@NAMESET, Sword); 
if(Sget =- /Sword/) ( Slast = Sqet; Snameflag = 1; } 



# #  get a last name 
1 #if 

if ($count >1) { # #  a name-phrase with multiple words 
WORD : f oreach S- (@chars) { 

if(/A(,*?)'s$/){ $- = $1;) # #  delete ' s  
Selementno ++; 

# #  Identify a word as a title # #  

/"\Pl* (\w) /; 
Sin = &buildrep::extract-term(@TITLEKEYI $1); 
if (Sin =- /SI/) { 

@TITLESET = @{$TITLES{$in~); 
Sget = &buildrep::extract-term(@TITLESET, S-); 
if (/$get/) { ## get a title 

St-curjosition = Selementno; 
if((St-cur-position = $t_pre_position + 1) 1 1  

(St-count == 0) ) ( 
Snameflag = 1; 
push @title, $-; 
Stpre~osition = $t-curjosition; 
St-count++; 

1 
1 
elsif ($get - -1) {next WORD; ) 

elsif($in == -1) {next WORD;) 
) #foreach WORD 

# #  case: the name-phrase with title) # #  
if (Snameflag == 1) { 

# #  extract other part # #  
Spre-t = $t-cur~osition - $t-count; 
if ( $pre-t >O) { # #  get other part of a FullName 

fo r  ($1 = O; SiCÇpret; Si++) { 
push @other, $chars [Si] ; 

)#£or 
1 #if 

Safter-t = Scount - St-cur-position; 
Slast = $chars[Scount-Il;## get the last name of a FullName 
if (Safter-t >= 2) { 

push @first, $chars[$t-cur-position]; 
# #  get the first name of a FullName 

1 
if (Safter-t >2) { # #  get the middle name of a FullName 

for($i = $t~cur_position+l; $i<$count-1; Si++) 
{ push @middle, $chars [Si] ; ) 

1 
)#if (has title) 

# #  case: a name-phrase without title # #  



if (Snameflag != 1) { 
FIRST : f oreach S- (@chars) { 

$ fcurjosi tien++; 
IA\W* (\w) /; 
$key = $1; 
@NAMESET = @ { SNAMES { $ ke y) ) ; 
Sget = &buildrep::extract-term(@NAMESET, S-); 
if (/Sget/) i 

if(Sf-curjosition != Scount){ 
# #  incase it isnot a final word 

Snameflag = 1; 
push @first, S-; 
last FIRST; 

1 
else ( 

@LASTSET = @ {SLASTS {Skey) ) ; 
Sgetend = 6ibuildrep::extract-term(@LASTSET, S-); 
if (/Sgetend/) {Snameflag = 1; Slast = S-, last FIRST;} 
elsif (Sgetend - -1) 

{Snameflag = 1; push @first, S-; last FIRST; ) 

1 
elsif (Sget = -1) (next FIRST; ) 

}#for FIRST 

# #  if the name-phrase has first name part 
if (Snameflag == 1) ( 
if(Sf-curjosition != Scount){Slast = $chars[Scount-11;) 

# #  get a last name 
Safter f = Scount - Sf-curjosition; 
if (Safter-f >1) { 
for(Si = Sf-cur-position; SiCScount-2; Si++) 

{ push @middle, Schars [Si] ; } 
1 
for($i = O; SiCSf-cur~osition-1; Si++) 

{ push @other, Schars [Si] ; ) 
)#if nameflag == 1 for first name 
else { # #  check if it is a last name 
Selementno = 0; 

# #  case one: check the final word 
Sfinalone = pop @chars; 
Sfinalone =- /"\W*(\w)/; 
@LASTSET = @{$LASTS{$l)); 
Sget = &buildrep::extract-term(@LASTSET, $-1; 
if(/$get/) i # #  the final nord is a last name 

push @other, @chars; 
Slast = Sfinalone; 
Snameflag = 1; 

) # if get 

elsif (Sget == -1) ( 
# #  check al1 words, if get one, throw away after one 

Slposition = 0; 
Selementno = 0; 
LAST: foreach S - (@chars) { 





Appendix E 

A Perl Module for Calcula* the Similanty between Two News 

Object 



package simcom; 

# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #  
# #  
# #  CLASS: simcom.pm 
# #  PURPOSE: To calculate the similarity between two objects 
# #  AUTHOR: Hong Wan 
# #  CREATED: 18, Nov 1997 
# #  MODIFIED: 20, Mar 1998 
# #  
# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #  

sub sim-newsobjectf 
my($item2) = pop @-; 
my (Siteml) = @-; 

my(@locl) = Siteml->getLocation; 
my(@loc2) = Sitem2->getLocation; 
Sloc-nl = scalar (@loci) ; 
Sloc-n2 = scalar (@loc2) ; 
Sloc-min = &min-num(S1oc-nl, Sloc - n2); 

else{$sim_loc = O;} # #  one of them is empty array. 
Ssim{'location') = Ssim-loc; 
Ssim{'locnuml') = Sloc-nl; 
$sim~'l0c~num2~} = Sloc-n2; 
Ssim{'loc-min1) = Sloc-min; 

my(@othersl) = Siteml ->getOthers; 
my(@others2) = $item2 ->getOthers; 
Sunk-nl = scalar (@othersl) ; 
Sunk-n2 = scalar(@others2); 
Sunk-min = &min-num(Sunk-nl, Sunk-n2); 



@fullname1 = Siteml ->getFullname; 
@fullname2 = $item2 ->getFullname; 
Snam-nl = scalar (@fullnamel) ; 
Snam-n2 = scalar(@fullname2); 
Snam-min = &min-num (Snam-nl, $nam_n2 ) ; 

if (scalar (@fullnamel) ttscalar (@fullname2 1 1 
{Ssim-name = &sim-fullname(\@fullnamel, \@fullname2);) 

else{$sim-name = 0;) 
$sim{'namef) = Ssim-name; 
SsimI1nam_numl') = $nam_nl; 
Ssimf1nam_num2') = $nam_n2; 
Ssim{'nam_min') = $naammin; 

# #  get alpha 
Ssim{'alphaf) = Slocmin + Sunk-min + Sdat-min + $nam_min; 
return %sim; 

sub sim-fullname{ 
my(Sname2) = pop @-; 
my(Sname1) = @-; 

my (Snuml) = scalar (@Snamel) ; 
my(Snum2) = scalar (@Sname2) ; 

if($max-value c $match-value) {Smax - value = $match-value;) 
1 

push @value, Srnax-value; 
1 
foreach $ (@value) { 
if ( $  >0:8) ($matchdnm++; 1 - 

1 
return $match-num; 
1 



sub wei-f ullname { 

local ( *name2 ) = pop @-; 
local(*namel) = @-; 

if((Snamel{'other') =- /$name2(*other')/)ll 
(Sname2{'other') =- /$namel{'other')/)ll 
(SnmelVother'} =- /"$/)  ll(Sname2('other') =- / " $ / ) )  
(Sweiother = 0.05;) 

else (Sweiother = 0.0;) 

if((Snamel{'first') =- /^$/) I l  (Sname2{'first') =- / "$ / )  i 1 
(Snamel{ ' first ' ) =- /$name2{ ' first ' ) / )  ) 
{Swei-first = 0.3;) 

else {Swei-first = 0.0;) 

Ssim = Swei other + $wei title + $wei first + Swei-middle + Swei-last; - - - 

return Ssim; 

sub sim-others-location{ 
my(Sothers2) = pop @-; 
my(Sothers1) = @-; 

my($sum) = 0; 
my($sum-matchterms) = 0; 
foreach S-(@Sothersl) { 
Ssum-matchterms = &sum_matchterms (@$others2, S-} ; 
Ssum = Ssum + Ssum-matchterms; 

1 
return Ssum; 

1 



sub min-num( 
local ($y) = pop @-; 
local (Sx) = @-; 

if (Sx >= $ y )  {return $y;) 
if ( $ x  C $ y )  {return Sx; ) 

1 

sub sum_matchterms{ 
my ($match) = pop @-; 
my(@terms) = @-; 

my($sum) = 0; 
foreach $-(@terms) { 

if ( (S- =- /$match/) l 1 ($match =-/$-/) ) { return 1; 1 
1 
r e t u r n  Ssum; 

1 
1; 



Appendix F 

A Perl Module for Saving a News Object to a Rep File or Restoring a 

News Object from a Rep File 



package topicdb; 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
# #  
# #  PACKAGE: topicdb.pm 
# #  save/restore an newsitem or 
# #  create/modify the topic database 
# #  
# #  AUTHOR: Hong Wan 
# #  DATE: Jan. 22, 1998 
# #  MODIFY: Jan. 28, 1998 
# #  
# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #  

use newsitem; 

sub save-newsitem{ 
local ($file) = pop @-; 
local ($item) = @-; 

open (OBJECTFILE, ">$filen) 1 1 die "Cannot create $file \nn; 
print OBJECTFILE "<TITLE> \n"; 
if (egettitle != ( )  ) {print-list (egettitle, "OBJECTFILE") ; 1 
print OBJECTFILE "<AUTHOR> \nW ; 
if (egetauthor != ( )  ) [print-list {@getauthor, "OBJECTFILE" ; 1 
print OBJECTFILE "<DATE> \nl'; 
if (@getdate != ( )  ) {print-list (@getdate, "OBJECTFILE") ; 1 
print OBJECTFILE "<AGENCY> \nw ; 
if (@getagency ! = ( ) ) (print-list (egetagency, "OBJECTFILE") ; 1 
print OBJECTFILE "<EVENTLOCATION>\nn; 
if(scalar(@geteventlocation)){print~list(@geteventlocationf 
"OBJECTFILEn) ; ) 
print OBJECTFILE "CEVENTDATE> \nn; 
if(@geteventdate != ()){print-list(@geteventdate, "OBJECTFILE");} 
print OBJECTFILE "<FULLNAME> \nn; 
if(@getfullname != ( ) ) {  @fullname = &save-fullname(@getfullname); 

print-list (@fullname, "OBJECTFILE" ) ; ) 
print OBJECTFILE "<OTHERS> \nw; 
if(@getothers != ()){print-list(@getothers, "OBJECTFILE");) 
close (OBJECTFILE) ; 



sub restore-newsitem{ 
my($line) = @-; 

Sflag = 11111111; 

my($item) = new newsitem; 
@title = ( ) ;  
@author = ( ) ;  
@date = ( ) ;  
@agency = ( ) ; 
@eventlocation = ( ) ;  
eeventdate = ( )  ; 
@fullname = ( ) ;  
@others = ( )  ; 

foreach S- (@$line) ( 
if(/<TITLE>/) { Sflag = 11111110;) 
if (/<AUTHOR>/) { Sflag = 11111101; 1 
if (/<DATE>/) ( Sflag = 11111011; ) 
if (/<AGENCY>/) ( Sflag = 11110111; ) 
if(/<EVENTLOCATION>/)( Sflag = 11101111;) 
if(/<EVENTDATE>/){ $flag = 110111~1;) 
if(/<FULLNAME>/){ Sflag = 10111111;) 
if (/<OTHERS>/) { Sflag = 01111111; ) 
if(($flag == 11111110) && (not /<TITLE>/)){ push @title, S-;) 
if ( (Sflag == 11111101) & &  (not /<AUTHOR>/) ) ( push @author, S-; ) 
if(($flag == 11111011) & &  (not /<DATE>/)){ push @date, S-;) 
if((Sf1ag == 11110111) & &  (not /<AGENCY>/)) { push @agency, $-;) 
if((Sf1ag == 11101111) & &  (not /<EVENTLOCATION>/)){push 

@eventlocation, $ ; )  

if( (Sflag == 11511111) && (not /CEVENTDATE>/) ) {push eeventdate, $-; 1 
if ( (Sflag == lOl1111l) && (not /<FULLNAME>/) ) {push @fullname, S-; ) 
if ( (Sflag == 01111111) && (not /COTHERS>/) ) {push eothers, S-; ) 

1 



foreacb $- (@fullname) { 
@word = split / /; 
Sother = $word[O]; 
$title = $word[l]; 
Sfirst = $word[2]; 
Smiddle = Sword [ 3  j ; 
Slast = $word[4]; 
$item->add~ullname($other, Stitle, Sfirst, Smiddle, Slast); 

1 
return $item; 
1 

sub save-fullname{ 
local (@getfullname) = @-; 

@fullname = ( ) ;  
Si = scalar (@getfullname) ; 
for ($j=O;$j<$i;$j++)( 

Sgetother = Sgetf~llname[$j]{~other"); 
Sgettitle = $getfullname[$j]{wtitle"); 
Sgetfirst = $getfullname[$j] ("first"); 
Sgetmiddle = $getfullname[$j] {"middle"); 
Sgetlast = $getfullname[$j] {Nlastn}; 
Ssavefullname = $get~ther.~S$".$gettitle.~$$~.$getfirst. 

"$$".$getmidd1e."$$".Sgetlast; 
push @fullname, Ssavefullname; 

return @fullname; 
1 

sub open-topicdb{ 
local ($&name) = @-; 

# #  Open/Create the new dbm files (.dis & .pag) 
dbmopen(%gethash, Sdbname, "0644") 1 1  die "Cannot open Sdbname DBM 
files"; 

return %gethash; 
1 

sub append-topicdb{ 
local ($record) = pop @-; 
local (Sdbname) = @-; 

%hashdb = open-topicdb(Sdbname); 
S k e y  = scalar (@{$hashdb)) ; 
$hashdb{ ($key+l) ) = $record; 
dbmclose %hashdb; 

sub del-topicdb{ 
local ($record) = pop @-; 
local (Sdbname) = @-; 



foreach $ (keys (%hashdb) ) ( 
if ($ha;hdb{$-} =- /$record/) 

delete Shashdb{$key); 
return 1; 

1 
1 
dbmclose %hashdb; 
return -1; 
1 

sub insert-repfile{ 
local($insert-rep) = pop @-; 
local (Srep) = pop @-; 
local (Sdbname) = @-; 

# #  open Topic Datebase # #  
%hashdb = &open_topicdb($dbname); 
S findresult = &f ind-repf ile (%hashdb, Srep) ; 
if (Sfindresult =- /.*(db)S/) ( 

&append-topicdb($findresult, Sinsert-rep); 
return 1; 

1 
elsif (Sfindresult =- / 11-1000]/) { 

Srep =- /.* (-sep) S/; 
Sdb2name = $1." dbw; 
% level2db = ope~topicdb (Sdblname) ; 
Sle~el2db(~1~) = Srep; 
Sle~e12db{"2~} = Sinsert-rep; 
Shashdb{Sfindresult) = Sdb2name; 
dbmclose %levelZdb; 
return 2; 

} 
else (return -1; ) 
1 

sub find-repfilei 
local (Srep) = pop @-; 
local (%hashdb) = @_; 

foreach $-(keys (%hashdb) ) ( 
if (Shashdb($-) =- /. + (_rep) $ / )  ( 

if($hashdb{$-) =- /$rep/) {return S-;) 
1 
else ( 

%hashdb2 = &open-topicdb(Shashdb 
foreach Sa (keys (8hashdb2) ) ( 

if($hashdb2{$a) =- /$sep/) 
1 
dbmclose 3hashdb2; 

1 
1 
àbmclose %hashdb; 

{SJ 1 ; 

(return $hashdb{$-); ) 

return -1; 



sub pr in t - l i s t l  
l o c a l  ( $ f i l e )  = p o p  @-; 
l o c a l ( @ l i s t )  = @-; 

i f  (@list = ( ) )  { return -1) 
else { 

foreach S-(@list) { 
@word = s p l i t  /$$/; 
Si = 0; 
foreach S p r i n t  (@word) { 

Si++; 
if(Si = 1)  {Sget = Sprint;) 
e l s e  { 

Sget = join " " Sget, S p r i n t ;  
1 

1 
print  $ f i l e  S g e t ,  "\nN; 
1 



A Perl CG1 Code for Creating the Main Web Page of "A News 

Filtering Tools" 



use CG1 qw(:standard) ; 
use CG1::Carp qw/fatalsToBrowser/; 
$main = new CGI; 
&print-beginning; 
&print-representation; 
&print-similarity; 
&print-evaluation; 
6print-tail; 

sub print-beginning{ 
print $main->header; 
print $main->start-htmi 

('Automatic News Browsing Using Vector Space Model', 
'016740w@dragon,acadiau,ca', 
'true', 
'BGCOLOR="#ffffffnR); 

print "<H2><CENTERXimq 
src=\"http://dragon.acadiau~~a/-0I6740w/cgi-bin/gif/too1tit1e.jpg\~~ 
</CENTER></H2> \nw; 

print "<p>\nW; 
1 

sub print-representationi 
my($method) = "POSTn; 
my($action)= "http://draqon.acadiau.ca/-016740w/ 

cgi-bin/representation.cgin; 
rny($encoding) = "multipart/form-datan; 
print "<center>\nn; 
print "<align=left><img src=\ 

whttp://dragon,acadiau,ca/-016740w/cgi-bin/gif/tool~.~pg\w~\n"; 
print $main->startform($method, $action, Sencoding); 
print "<TABLE>"; 
print "<tr><td><b><font ~olor=\~959619\">News Raw Files:</b> "; 
print "<TD>" ; 
print $rnain->filefield(Rraw-fi1es1,FR,45); 
print "</tr>"; 
print "</TABLE> \nn; 
print "<INPUT TYPE=\"radio\" NAME=\"category\" VALUE=\"ns\" 

CHECKEDxfont color=\"959619\"> News \nn; 
print "<INPUT TYPE=\"radio\" NAME=\"category\" VALUE=\"et\" > 

Entertainment \rin; 
print "<INPUT TYPE=\"radio\" NAME=\"category\" VALUE=\nbs\" > 

Business \nu; 
print "<INPUT TYPE=\"radio\" NAME=\"category\" VALUE=\"sp\" > 

Sport \nn; 
print nCINPUT TYPE=\"radio\" NAME=\"category\" VALUE=\"ed\" > 

Editorial/Letters </font><BR> \nn; 
print "<P ALIGN=LEFT>"; 
$format = " Readn; 
Sbuild = " Build n ;  

Scancel = Cancel "; 
print $main->submit ( ' build' , $format) ; 
print $main->submit (RbuildR,$build); 
print $main->reset ('cancelR,$cancel); 
print "</P>"; print "<p>\nn; print Smain->endform; ) 



sub print similarity( 
my ( $ m e t  hod) = POSTw ; 
my($action) = whttp://dragon.acadiau.ca/-O16740w/cgi- 

bin/similarity.cgiw; 
my(Sencoding) = "multipart/form-dataw; 

print "<p>\nW; 
print "<align=left><img src=\ 

whttp://dragon.acadiau.ca/-0~6740w/cgi-bin/gif/tool2~jpg\w~\nw; 
print $main->startform (Smethod, $action, Sencoding) ; 
print "<table><TEOW; 
print "<TD><B><font ~olor=\~c97ldf\~>The First News Rep File: 

</B>\nn ; 
print "<TD>"; 
print $main->filefield('sel - repI1,",25); 
print "<TD> \nw; 
print $main->submit ('pick-repl',wOpen"); 
print "</TR>"; 
print "<TR>"; 
print "<TD><B><font color=\"~97ldf\~> The Second News Rep File: 

</B></td>\nn; 
print "<TD>"; 
print $main->filefield('~el_rep2',~~,25); 
print "<TD> \nw; 
print Srnain->submit ['pick-rep2',"0penw); 
print "</TR>"; 
print "</TABLE> \nW; 
print "<br>\nw; 
Ssim-rep = "SimilarityW; 
print $main->subrnit ('sim-repV,$sim-rep); 
print $main->reset (fcancel',$cancel); 
print "</P>"; 
print "<p>\nW ; 
print Srnain->endform; 

1 

sub print-evaluation( 
Srnethad = "POSTW; 
$action = "http://dragon.acadiau.ca/-016740w/cgi- 

bin/evaluation.cgiw; 
print $main->startform (Smethod, $action) ; 
print "<p>\nm; 
print "<align=lef t><img 

src=\"http://dragon.acadiau.ca/-01674Ow/cgi-bin/gif/tool3.~pg\~~\n"; 
print "<P ALIGN=LEFT>"; 
Squery = Query "; 
print $main->submit ('query',$query); 
print $main->reset ('cancel',$cancel); 
print "</Dm ; 
print $main->endform; 

1 

sub print - tail( 

print $main->end-html; 
1 



Appendix H 

A Perl CG1 Code for Building a News Objen and PresenMg it on 

the Web Page 



#use CG1 qw(:upload.pl); 
#use CGI; 
use newsitem; 
use buildrep; 
use fullname; 
use topicdb; 

print "Content-type: text/htmlW, "\n\nn; 
do "upload.pln I I  exit print "Could not load library! !\nn; 
#do "newprint.pln I I e x i t  print "Could not load newprint library ! !\nn; 

&UploadCGIParse; 
$file = $input{'raw-files'); 
$op = $inp~t{~build~); 
$classic = $input{'category8); 
$filecontents = $fiLedata{traw-filesl}; 
@lines = ~plit(~\n~,$fileContents); 
Srawfile = \@lines; 
$item = new newsitem; 

sub print-beginning{ 
print "<HTML>" ; 
$action = nhttp://dragon.acadia~.~a/-O16740w/cgi-bin/saverep.cgin; 
print "CFORM ACTION= $action METHOD= \"POST\" 

ENCTYPE=\"multipart/fonn-datain> \nn; 
print "<H2><CENTER> News Representation Object</CENTER></H2> \nn; 
print "<HR>\nW; 

1 

sub print-rawfile{ 
my($sum) = 0; 
my($upcase) = 0; 
@builcibody = &buildrep::newstitle($rawfile, $item); 
foreach S-(@buildbody){ 

@line = split / /, S-; 
Si = scalar(@line); 
Ssum = Ssum + Si; 
foreach $single (@line) { 
if ($single =- / " [A-Z]  / )  {$upcase++;) 

1 
1 
print "<CENTER> \nn; 
print "<R4> The Content of $file is: </H4>"; 
print " < P X P > \ n n ;  
print "XTEXTAREA ROWS=25 COLS=100 NAME=\"showraw\"> \nn; 
foreach S- (@lines) { 
print $-, " \nn; 

print "</TEXTAEWDe; 
print "<P>\nn; 



print "<EM>There are Ssum words and Supcase words beginning with a 
captical letter. </EM>\nn; 
1 

sub print-build( 
@builcibody = &buildrep::newstitle($rawfile, $item); 
@left = &buildrep::newsitem(@buildbody, $item); 
&fullname: : fullname (@left, $item) ; 
print "<p>\nn; 
&print-tems ; 
#&table-terms ($item) ; 
$file =- / (\w+) (\.+\w*)$/; 
Stmpfile = $classic." ".$l.".repn; 
Srepf ile = n/home/cst~dent/016740~/public/". Stmpf ile; 
&topicdb: :save-newsitem($itern, Srepfile) ; 
chmod 0777, Srepfile; 
print "<CENTER><p> \nn; 
print "<EM> The news object is saved as Srepfile, </EM>\nn; 
print "<P>\nn ; 
#print "<EM> Rep File N a m e  </EM>: <INPUT TYPE=\"text\" 

NAME=\"repname\" SIZE=20> \nn; 
#print "<INPUT TYPE=\"radio\" NAME=\"classic\" VALUE=\"normaf\" 

CHECKED> Normal \nw; 
#print "<INPUT TYPE=\"radio\" NAME=\"classic\" VALUE=\"centriod\"> 

Centriod \nn; 
#print "<INPUT TYPE=\"s~bmit\~ NAME=\"save\" VALUE=\"Save\">\nn; 
#print "<INPUT TYPE=\"reset\" NAME=\wcancle\w VALUE=\"Cancle\">\nW; 
# #  transfer Srepfile 
#print "<INPUT TYPE = \"hidden\" NAME=\"tmpfile\" VALUE=Srepfile> 

\nn; 
1 

sub print-terms( 
my(@gettitle) = $item ->getTitle; 
my(@getauthor) = $item ->getAuthor; 
my(@getdate) = $item ->getDate; 
my(@getagency) = $item ->getAgency; 
my(@getothers) = $item ->getOthers; 
my(@geteventdate) = $item ->getEventdate; 
my(@geteventlocation) = $item ->getLocation; 
my(@getfullnarne) = $item ->getFullname; 
my(Si) ; 
print "<CENTER> \nn; 
print "<TABLE border> \nn; 
print "<TR> \nn; 
print "<TD> \nn; 
print "<TH> Title </TH>"; 
étprint - itemlist (@gettitle, 1) if (scalar (@gettitle) ) ; 
print "<TR> \nw; 
print "<TD> \nn; 
print "<TH> Author </TH>"; 
sprint - itemlist (Bgetauthor, 1) if (scalar (ggetauthor) ) ; 
print "<TR> \nn; 
print "<TD> \nn; 
print "<TH> Report Date</TH>"; 
&print-itemlist(@getdate,l) if(scalar(@getdate)); 
print "<TR> \nn; 



print "<TD> \nn; 
print "<TH> Agency </TH>"; 
tprint-itemlist(@getagency,l) if(scalar(@getagency)); 
print "<TR> \nw; 
print "<TD> \nw; 
print "<TH> Event Date </TH>"; 
Si = scalar(8geteventdate); 
tprint-itemlist(@geteventdate,$i) if(scalar(@geteventdate) ) ;  
print "<TR> \nn; 
print "<TD> \nn; 
print "<TH> Event Location </TH>"; 
Si = scalar(@geteventlocation); 
&print itemlist (@geteventlocation, Si) 

if (scalar (geteventlocation) ) ; 
print "<TR> \nw; 
print "CTD> \nn; 
print "<TH> Full Name </TH>"; 
Si = scalar(@getfullname); 
if (Si != O){ 

for(Sj=O;Sj<$i;$j++) { 
Sother = $getfullname[Sj]{"othern); 
Stitle = Sgetfullname[$j]("titfe"); 
Sfirst = $getfullname[$j] ("first"}; 
Smiddle = $getfullname[$j]{"middlen}; 
Slast = Sgetfullname[$j] { "lastwi; 
Sprintvalue = " [O] ". Sother. " [Tl Stitle. " [FI ". Sfirst . 

" [Ml ".$middle." [LI ".$last; 
push Bnamelist, Sprintvalue; 

)#£or 
if (Si > O) ( 

if (Si < 4) {tprint itemlist (@namelist, Si) ; ) 
else{ hprint - itemlk (Bnamelist, 4 ) ; ) 

1 
1 
print "<TR> \nn; 
print "<TD> \nW; 
print "<TH> Unknow Terms </TH>"; 
Si = scalar(@getothers); 
if (Si > 0) { 

if (Si < 5) { &print itemlist (egetothers, Si) ; ) 
else{&print - itemlist (Bgetothers, 5) ; ) 

1 
print "</TABLE> \nW; 
print "</CENTER> \nn; 

1 

sub print-itemlist( 
my(Ssize1 = pop @-; 
my ( @ localparam) = @-; 

my(Sname) = "termlist"; 
print "<TD>"; 
print "<SELECT NAME=$name SIZE=$size MULTIPLE>", "\nn; 
foreach $-(@localparam) { 

@word = split /$$/; 
Si = 0; 
foreach Sprint (@word) { 



Si++;  
if ( S i  = 1)  {Sget = Sprint;) 
else { 

Sget = jo in  " ", Sget, Sprint; 
1 

1 
#push eprnitem, Sget; 
print "<OPTION>$get \nn; 

1 # #  foreach @local_param 
print  "</SELECT> \nn; 
print n</TD>n; 

1 

sub print- tai l{  
print  "</HTML> \nn; 

1 



Appendix 1 

A Perl CG1 Code for Calculating the Simiiarity between Two News 

Objects and Presenting the results on the Web Page 



use newsitem; 
use topicdb; 
use simcom; 

print "Content-type: text/htrnlw, "\n\nW; 
do "upload.plW I I  exit print "Could not load library!!\nW; 
do "cgiprint.plw I I  exit print "Could not load cgiprint library ! !  \n"; 
do "newprint.plw I I exit print "Could not load newprint library ! !\nn; 

$op1 = Sinput('pick-replt); 
$op2 = $input ( 'pick_rep2* ) ; 
if (Sopl =- /Open/) { 

print "<H2><CENTER> News Rep File </CENTER>c/H2> \nn; 
print "<HR>\nW; 
&table-tems (Sitemi) ; 

# éiprint-terms (Siteml) ; 
1 
elsif ($op2 =- /Open/) { 

print "<H2><CENTER> News Rep File </CENTER></HZ> \nw; 
print "<HR>\nW ; 
tiprint-terrns (Sitema) ; 

1 

if ($op3 =- /Similarity/) { 
@titlel = Siteml->getTitle; 
@title2 = Sitem2->getTitle; 
print "<H2><CENTER> The Result of Similarity </CENTER></H2> \nw; 
print "<HR>\nW; 
print "<B>The header information of first rep: </B>\nn; 
print "<br><li type\=\"circle\">File:$repnamel \nw; 
print "<br><li type\=\"circle\">Title: @titlel \nW; 
print "<P>\nw ; 
print "<B>The header information of second rep: </B>\nn; 
print "<br><li type\=\wcircle\n>File:$repname2 \nw; 
print "<br><li type\=\"circle\">Title: @title2 \nW; 
print "<P>\nW; 
print "<B>The similarity Table</B><bx>\nw; 
&print-simtable; 

1 



sub pxintbeginning{ 
print "<HTML>"; 
print lV<FORM ACTION= \"\" METHOD= \"POST\"> \nn; 

1 

sub print-simtable{ 
%sim = &simcom::sim_newsobject($iteml, Sitem2); 
print "<TABLE border=O>\nn; 
print "<TR bg~olor=\"eOffe8\~><td><font ~olor=\"green\~><b>Feature 

Name</b> \nn; 
print "<TD><b><font color=\"green\"># of First Rep </b> \nn; 
print "<TD><b><font color=\"green\"># of Second Rep</b> \nn; 
print "<TD><b>cfont col~r=\~green\~># of Common Name-phases </b> 

\nn; 
print "<TD><font ~olor=\~green\"><B>Si~larity</B></font> \nn; 
print "<TR><TD><b><font color=\ngreen\w>Location</b> \nw; 
print "<TD align=center><b><font 

color=\ngreen\n>$sim('loc numll)</b> \nn; 
print '<TD align=cent&><b><f ont 

c ~ l o r = \ " g r e e n \ ~ ~ $ ~ i r n ~ l o c  num2')c/b> \nn; 
print "<TD align=centër><b><font 

color=\"green\n>$sim('location')</b> \nn; 
if($sim{'loc-min') > O){$def simloc = 

$sim{ 'locationf ) /$sim{ #alphan } ; }-  
else{$def simloc = O;) 
if (~def-simloc =- / (\d+\ . \d\d) . * / )  {Ssimloc = $1; 1 
else{ Ssimloc = Sdef-sirnloc;) 
print "CTD align=center><b><font color=\"green\">$sim1oc~/b> \nn; 

print "<TR><TD><font color=\"green\"><b>Event Date</b> \nw; 
print "<TD align=center><font 

col~r=\~green\~><b>$sim{'dat numlf)</b> \nn; 
print "CTD align=center><font 

c~lor=\"green\~>~b>$sim{~dat numZt)</b> \nn; 
print "CTD align=center>Zf ont color=\ wgreen\n><b>$sim{ 'date') </b> 

\nW ; 
if($sim{'datrnin') > O){$def - simdat = $sim{~date')/$sim{'alphal);) 
else{Sdef sirndat = 0;) 
# #  formatdigits 
if (Sdef-simdat =- / (\d+\. \d\d) . * / )  {Ssimdat = $1; 
else{ Ssimdat = Sdef-simdat;) 
print "<TD align=center><font color=\wgreen\">~b>$simdat~/b> \n"; 

print "<TR><TD><b><font col~r=\~green\~>Full Name</b> \nn; 
print "<TD align=center><font 

color=\"green\"><b>$~im{~nam numlf)</b> \nn; 
print "<TD align=center><b><f ont 

col~r=\~green\'~>Ssim{~nam num2')</b> \nn; 
print "<TD align=centër><b><font color=\ ngreen\">$sim{ ' name ' } </b> 

\nt'; 
if($simIfnam_mint)>O){$def - simnam = $sim('namet)/$sim{'alpha~i;) 
else{$def-simnam = 0;) 
if (Sdef-simnam =- / (\d+\. \d\d) . * / )  {$simnam = $1; ) 
else { Ssimnam = Sdef-simnam; ) 



print "<TD align=center><b><font colo~\~green\~>Ssimnam</b> \nn; 

print "<TR><TD><b><font ~olor=\~green\">Organization</b> \nn; 
print "<TD align=center><b><font 

c~lor=\~green\">$sim('unk numl')</b> \nn; 
print "<TD align=cent&><b><font 

color=\ngreen\">$sim{1unkknum21}</b> \nn; 
print "<TD align=center><b><font color=\wçreen\n~$sim{~~thers'}~/b~ 

\nn; 
if($sim{'unk-min')>O){$deffsimunk = $sim{'others')/$sim('alpha'};} 
else{$def-simunk = 0;) 
if($def-simunk =- /(\d+\.\d\d).*/)($sirnunk= $1;) 
else { Ssimunk = Sdef-simunk; ) 
print "<TD align=center><b><font c~lor=\~green\">$simunk~/b> \nw; 
print "</TABLE>\nn; 

print n<P>\nn; 
print n<EM><b>Document-Document Similarity: \nn; 
Sdef-repsim = Ssimloc + Ssimdat + Ssimnam + Ssimunk; 
print n$def-repsim</EM> \nn; 
print "<P>\nn; 
print "</b></EM> \nn; 

sub print-tail{ 
print "c/FORM> \nn; 
print "</HTML> \nW; 

1 



Appendix J 

A Perl CG1 Code for Quesring the Pattern-Match Dictionaria and 

Presenting the Results on the Web Page 



use buildrep; 

print "Content-type: text/htmlw, "\n\nW; 
do "upload.plW I I  exit print "Could not load library! !\nn; 
do "cgiprint.pln 1 I exit print "Could not load print library! !\nW; 

&print-beginning; 
# #  enter nul1 
if (Sqy-term =- / ^$ / )  ( 

print "<P>Please enter a term in the textfield!!! </P>\nn; 
exit ; 

1 

if (Sqy-type =- /title/) { 
3TITLES = &buildxep::hash sortfiles(@TITLEKEY, 

"/home/cstudent/016740w/www/cgi- 
bin/dbm/sortfiles/titles neww); 

if (Sqy-tem =- /^\w* ( ï w )  . * $ / )  { 
Skey = $1; 
Skey =- tr/a-z/A-Z/; # #  to upper case 
Sin = Gbuildrep: : extract-terxn (@TITLEKEY, S k s y )  ; 
if (Sin =- /$key/) { 

@TITLESET = @{$TITLES{$in)); 
Sqy-term =- /^\W* (\w+\. * )  . *$/; 
$get = &buildxep::extract-term(@TITLESET, $1); 
if (Sget =- /SI/) { ##  get a title 

print "<TABLE border> \nW; 
print "<TR> \nn; 
print "<TH>Yes, it is a title term.</TH> \nn; 

1 
else { 
print "<TABLE border> \nR; 
print "<TR> \nW; 
print "<TH>No, it is not a title terrn.</TH> \nW; 
1 
print "<TR>\nn; 
print "<TH>The term list: </TH> \nW; 
print-itemlist (@TITLEçET, 5 )  ; 
Si = scalar (@TITUSET) ; 
print "<TH>There is Si tenns with $key index.</TH>\nW; 
print "C/TR>\nW ; 
print "</TABLE>\nW; 

1 
else {print "<P>No, it is not a title term. </P> \nW; 1 



1 
else {print "CF> The enter term is not volid!</P> \na;) 

1 

if(Sqy-type =- /first/)( 
%NAME = &buildrep::hash-sortfiles(@KEYNAME, 

"/home/cstudent/016740w/www/cgi- 
bin/dbm/sortfiles/namesSnewn); 

if ($qy-term =- /^\W* ( \ w )  . * $ / )  { 
$key = $1; 
Skey =- tr/a-z/A-Z/; # #  to upper case 
@NAMESET = @{$NAME($key) 1; 
Sqy-term =- /^\W* (\w+) . *$/; 
Sget = &buildrep::extract-term(@NAMESET, $1); 
if (Sget =- /SI/) { # #  get a title 

print "<TABLE border> \nw; 
print "<TR> \nw; 
print "<TH>Yes, it is a first name term.</TH> \nn; 

1 
else { 
print "<TABLE border> \nn; 
print "<TR> \nn; 
print "<TH>No, it is not a first name term.c/TH> \nn; 
1 
print "<TR>\nw; 
print "<TH>The term list: </TH> \nw; 
print-itemlist (@NAMESET, i5) ; 
$i = scalar(@NAMESET); 
print "<TH>There is Si terms with Skey index.</TH>\nn; 
print "</TR>\nW; 
print "</TABLE>\nn; 

I 
else {print "<P> The enter term is not volid!</P> \nw;) 

1 

if($qy-type =- /last/){ 
%LAST = &buildrep::hash sortfiles(@KEYNAME, 

w/home/cstudent/~1674~w/mrw/cgi- 
bin/dbm/sortfiles/lastnamesneww); 

if (Sqy-term =- /^\W*(\w) . *$/) { 
Skey = $1; 
Skey =- tr/a-z/A-Z/; # #  to upper case 
@LASTSET = @{$LAST{Skey) 1; 
Sqy-term =- /^\W* (\w+) . *$/; 
Sget = 6tbuildrep::extract-term(@LASTSET, $1); 
if (Sget =- /SI/) { # #  get a last name 

print "<TABLE border> \nn; 
print "<TR> \nW; 
print "<TH>Yes, it is a last name term.</TH> \nn; 

1 
else ( 
print "<TABLE border> \nR; 
print "<TR> \nw; 
print "<TH>No, it is not a last name term.</TH> \nw; 
1 
print "<TR>\nW ; . 
print "<TH>The term list: </TH> \nn; 



print-itemlist (@LISTSET, 15) ; 
Si = scalar(@LASTSET); 
print "<TH>There is Si terms with Skey index.</TH>\nn; 
print "</TR>\nW; 
print "</TABLE>\nn ; 

1 
else {print "<P> The enter term is not volid!</P> \nw;) 

1 

if (Sqy-type =- /location/) ( 
%LOCATION = &buildrep::hash-sortfiles(@KEYNAME, 

n/home/cstudent/016740w/www/cgi- 
bin/dbm/sortfiles/worId~lacesnewn); 

if($qy-term =- /^\W+(\w) . *$ / )  { 
Skey = $1; 
Skey =- tr/a-z/A-Z/; ##  to upper case 
@LOCSET = @{$LOCATION{$key}); 
Sqy-term =- /"\W+ (\w+. * )  $/; 
Sget = &buildrep : : extract-term (@LOCSET, $1) ; 
if(Sget =- /SI/) { ##  get a last name 

print "<TABLE border> \nn; 
print "<TR> \nn; 
print "<TH>Yes, it is a location term.</TH> \n"; 

1 
else { 
print "<TABLE border> \nw; 
print "<TR> \nn; 
print "<TH>No, it is not a location term.</TH> \nn; 

print "cTR>\nW; 
print "CTH>The term list: </TH> \nW; 
print-itemlist (@LOCSET, 15) ; 
Si = scalar (@LOCSET) ; 
print "cTH>There is Si terms with Skey index.</TH>\nn; 
print "</TR>\nn; 
print "</TABLE>\nn; 

else {print "<P> The enter term is not volid!</P> \ri";) 
1 

if($qy-type =- /stoplist/){ 
# #  Read stopwords into array ## 
@STOPSET = &buildrep::locate-stopwords; 
if (Sqy-term =- /^\W* (\w) .+$/ )  ( 

Sqy-term =- /"\W* ( \ w + )  , *$/; 
Sget = &buildrep::extract-term(@STOPSET, $1); 
if(Sget =- /SI/) ( # #  get a stop 

print "<TABLE border> \nn; 
print "<TR> \nw; 
print "<TH>Yes, it is a stop word.c/TH> \nw; 

1 
else { 
print "<TABLE border> \nn; 
print "<TR> \nn; 
print "<TH>No, it is not a stop word.</TH> \nn; 
1 
print "<TR>\nW ; 



print "<TH>The term list: </TH> \nw; 
print-itemiist (@STOPSET, 2 5 )  ; 
S i  = scalar(@STOPSET); 
print "CTiDThere is Si terms with S k e y  index.</TH>\nn; 
print "C/TR>\nn; 
print "</TABLE>\nn; 

1 
else [print "<P> The enter term is not volid!</P> \nw;) 

1 

sub 

1 

sub 

1 

print-beginningi 
print "<HTML>"; 
print "<FORM ACTION= \"\" METHOD= \wPOST\n> \nn; 
print "<H2><CENTER> The Result of Your Query </CENTER></H2> \nn; 
print "<HR>\nW; 
print "<center>\nW; 

print-tail( 
print "</FORM> \nn; 
print "</HTML> \nn; 



Appendix K 

A Perl Module for Printing kiformation associated with an News 

Object on the Web Page 



use newsitem; 
use buildrep; 
use fullname; 
use topicdb; 

sub table-terms { 
my($item) = @-; 

my(@gettitle) = Sitem ->getTitle; 
my(@getauthor) = $item ->getAuthor; 
my(@getdate) = $item ->getDate; 
my(@getagency) = $item ->getAgency; 
my(eget0ther.s) = $item ->getOthers; 
my(@geteventdate) = $item ->getEventdate; 
my(@geteventlocation) = $item ->getLocation; 
my(@getfullname) = $item ->getFullname; 
m y ( W  ; 
my (Snamelist) ; 
my($first) ; 
my(Smidd1e) ; 
my(Slast1 ; 
my (Stitle) ; 
my (Sother) ; 
my (Sprintvalue) ; 

print 
print 
pxint 
print 
print 
print 
print 
print 
print 
print 
print 
print 
print 
print 
print 
print 
print 
print 
print 
print 
print 
print 
print 
print 
print 
print 
print 
print 

"<CENTER> \nn ; 
n<TABLE border=O> \nn; 
"CTR bgcolor=\n99cccc\n> \nn; 
"CTD align=center bgcolor=\n99cccc\n> \nW; 
"<B> Title </B></TD>"; 
"<td>$gettitle [O] </td>\nn; 
"</TR>\nn ; 
"<TR bgcolor=\n99cccc\n> \nn; 
llcTD align=center bg~olor=\~99cccc\~~ \nn; 
"cB> Author C/B></TD>"; 
"<td>$getauthor [O] </td>\nn; 
"</TR> \nn; 
"<TR bgcolor=\"99cccc\"> \nn; 
"<TD alignzcenter bgc0lor=\~99cccc\~> \nl'; 
"<B> Report Date </BX/TD>"; 
"ctd>$getdate [O] </td>\nn; ; 
"c/TR>\nn; 
"</table>\nn; 
"<P><table border=2>\nn; 
"<TR bgcolor=\n99cccc\n> \nn; 

align=center bgcolor=\R99cccc\n> \nn; 
"<B> Event Date </BX/TD>"; 
"<TD align=center bgcolor=\n99cccc\w> \nt'; 
"cB> Event Location </BX/TD>~; 
"<TD align=center bgcolor=\n99cccc\n> \nn; 
"<B> FullName </BX/TDn ; 
"<TD align=center bgcolor=\n99cccc\w> \n"; 
"<B> Others </B><lTD>c/tr>"; 



$1 = scalar (@geteventdate) ; 
Sm = scalar (@geteventlocation) ; 
Sn = scalar (@getfullname) ; 
So = scalar (@getothers) ; 

Ssem-maxl = rnax ($1, Sm) ; 
Ssem-max2 = max (Sn, $O) ; 
Smax= max(Ssem-maxl, Ssem-max2); 
for ($i=0; $i<Srnax;$i++) { 

print "<tr bgcolor=\"918f8f\">\nn; 
Sk=$i+l; 
if ( ($1 == O) l 1 ($i>=Sl)) {print "Ctd bg~olor=\~918f8f\"><font 

~olor=\~918f8f\">Sk</font></td>\n~;} 
else { print "<td bgcolor=\"99cccc\">$geteventdate[$i]~/td~\nn;~ 
if ((Sm == O) l 1 ($i>Sm)) {print "<td bgcolor=\"918f8f\"><font 

co1or=\"918f8f\">$k</font></td>\n";) 
else { print "<td 

bgcolor=\n99cccc\n>$geteventlocation[$i]~/td>\nn;} 
if(($n = O)ll(Si>=$n)){print "Ctd bgcolor=\"918£8f\"><font 

color=\"918£8£ \">Sk</font></td>\nn; 
else ( print "ctd bgcolor=\n99cccc\n>\nn; 

Sother = Sgetfullname[Si] {"othern}; 
Stitle = $getfullname[Si] {"titlen}; 
Sfirst = Sgetfullname[$ij {"firstn}; 
Smiddle = Sgetfullname[$i] {"middlen}; 
Slast = Sgetfullname[$i]{"lastn}; 
print "<font color=\"black\">$other~/font>~font 

c~lor=\"red\~> 
Stitle</fontxfont color=\nblue\R>$first</font~ 
<font color=\"brown\">Smiddle</font>~font 

col~r=\~green\"> 
Slast </font></td>\nn; 

} #else 
if((So == O) ll($i>=So)){print "<td bgcolor=\"918f8f\"><font 

~olor=\~918f8f\">$k</font></td>\n";) 
else { print "<td bgco1or=\"99cccc\"~$getothers~i]</td>\n";} 
print "</tr>\nn; 

1 
print "</TABLE> \nn; 
print "</CENTER> \nn; 

1 

sub rnax { 
rny ($second) = pop @-; 
my($first) = @-; 

if (Sfirst >= Ssecond) ( return Sfirst;} 
else{ return $second;} 

sub print-tail{ 
print "</HTML> \nn; 

1 
1 
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