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Abstract 

Five experiments with rats were conducted to determine the extent to which associative 

processes could be used to explain how rats seem able to leam complex CS-US 

contingencies during Pavlovian conditioning. Rats were exposed to positive, zero and 

negative CS-US contingencies and conditioned behaviour was compared with predictions 

derived from both associative models of conditioning and nonassociative nonnative theories 

of causal reasoning. A common measure of contingency, Ap, when used to analyze 

Pavlovian conditioning requires defining the likelihood of the US in the presence and 

absence of the CS. Experiments 1 and 2 involved a novel preparation in which, in addition 

to standard CS presence trials, the absence of the CS was signalled by a second CS, called 

the trial marker ( a lever). Rats were trained to leam relationships in which the CS was 

either a positive predictor of the US or in which it was unrelated to the US. More 

conditioned tray entries were observed when the CS signalled an increased likelihood of the 

US (positive contingency). Consistent with the associative explanations, the trial marker 

elicited conditioned lever pressing when the CS signalled no change in the likelihood of the 

US (zero contingency) . Experiments 3,4 and 5 extended the analysis with multiple CSs. 

These experiments examined whether learning about one CS was determined by its 

contingency relative to the contingency of other concurrently trained CSs. In experiments 3 

and 4 conditioned responding to a moderately predictive CS was determined by its 

contingency relative to a perfectly predictive CS. Experiment 5 extended this effect to a case 

in which conditioning was influenced by the presence of a perfect predictor of the absence 

of the US.Together these results support the hypothesis that relative contingencies 

determine the strength of conditioned responding. The results arc discussed from the 

perspective of both associative and nonassociative theory. 



Rdsumb 

Les cinq expdriences exkutCes dans cette tMse ont dCmontr6 la mesure dans laquelle des 

processus associatifs peuvent expliquer le facon dont le rat semble &e capable dapprendre 

des complexes contingences SCSI durant le conditionnement pavlovien. Les rats h n t  

exposts B des contingences SC-SI positives. negatives et neutres et leur comportement fut 

cornpard awc prddictions derivtks des thkories associatives et nonassociatives (normatives) 

du raisonnement causal. L'index normdement utilisd pour mesurer le degr6 de contingence 

entre un SC et un SI, le AP, requiert que la probabilite de la prCsence du SI soit mesurable 

autant durant la pdsence du SC que durant son absence. Les expdriences 1 et 2 

incopraient une nouvelle procedure h l'int6rior de laquelle l'absence du SC etait signal& 

par un signal-essaie (l'apparition d'un levier). Les sujets furent entrain& sur des 

contingences 05 le SC Ctait soit un bon pddicteur du SI (la contingence SC-SI Ctait 

positive) ou bien un pddicteur sans valeur (AP = 0). Les rats ont visit6 la mangeoire plus 

souvent lorsque la contingence SCSI Ctllit positive. Le signal-essai supportait plus de 

touches du levier quand la contingence SC-SI etait B zdro, un rdsultat conforme aux 

pddictions d'un modtle associatif. Les expdriences 3.4, et 5 ont approfondi cet analyse 

avec une pmkdure incluant plus d'un SC. Ces exfiriences ont examine si l'apprentissage 

supporte par url SC etait determint par la contingence entre ce SC et le SI relative ou aux 

contingences entre le SC et le m&ne SI. Dans les exp6riences 3 et 4, la dponse 

conditionnt support& par un SC suggdrant de fagon mod6rde que l'apparition du SI etait 

elle-mime influencke par la contingence parfahe entre un deuxitme SC et le meme SI. 

L'expCrience 5 a observe cet effet avec un deuxitme SC qui suggerait parfaitement 

Itabsence su SI. Ensemble ces dsultots supportent I'hypothhe 05 le de@ de contingence 

relatif entre un SC et un SI &tennine le degd de conditionnement support6 par ce SC. Les 

rCsultats des theories associatives et nonassociatives-normatives sout pdseutds dam cette 

these. 
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Introduction 

Pavlov's (1927) study of the salivary reflex in hungry dogs showed that repeated pairings 

of an initially neutral stimulus (e.g., metronome) with food endowed the metronome with 

the ability to elicit salivation. He called this a conditioned rather than unconditioned reflex 

because the salivary response to the metronome was conditional upon the metronome-food 

pairing. In addition to an extensive description of the experimental panmeters which 

influence this type of learning, Pavlov proposed a theory to explain it. He suggested that 

conditioned responses (CR) were the product of excitatory associations between a neural 

representation of the conditioned stimulus (CS; e.g., the metronome) and the representation 

of the unconditioned stimulus (US; e.g., the food). According to this theory, excitatory 

conditioning is the result of excitatory associations formed due to CS-US pairings. 

Subsequent experiments (e.g., Rescorla, 1968; Dweck & Wagner, 1970; Hearst & 

Jenkins, 1974) suggested an alternative interpretation. Rather than simply acquiring 

associative memories on the basis of CS-US pairings, animals might actually be learning 

about the more complex statistical contingency between a CS and US (Baker, Murphy & 

Vallde-Tourangeau, 1996; Cheng & Holyoak. 1995). The most convincing data for this 

idea come from experiments which equate the number of CS-US pairings but vary how 

often the CS or US are presented alone. In spite of consistent CS-US pairings these 

manipulations often seriously affect the strength of the CR (Gibbon, Farrell, Locurto, 

Duncan & Terrace. 1980; Rescorla, 1968). This type of training and subsequent changes in 

behaviour may expose learning about CS-US contingency or predictiveness (Mackintosh, 

1974; Miller & Schachtman, 1985; Prokasy, 1965) and therefore a different theory of 

learning. I will begin by reviewing evidence favouring a contingency learning perspective 

followed by criticisms described clearly by Papini and Bitterman (1990) who have argued 

that the notion of the CS-US contingency is not helpful for understanding the processes 

underlying Pavlovian conditioning. A series of experiments designed to answer this debate 



is proposed and described. 

Conditioning and Causal Induction 

A stimulating approach to the study of conditioning has been to propose an analogy 

between animal conditioning and optimal or normative causal induction (Baker, Murphy & 

Vallk-Tourangeau, 19%; Cheng, 1997; Gorrnenzano & Kehoe, 198 1; Mackintosh, 1977; 

Tolman & Brunswik, 1935). During Pavlovian conditioning animals are exposed to the 

armnged correlation between CS and US and leam to detect, or are sensitive to, the 

underlying CS-US relationship. While it is true that causal induction in humans may 

involve causal inferences that are independent of covariation information it is also true that 

much causal reasoning in humans involves determining whether two events covary (Baker 

et al.). To induce whether event A causes another event B, humans ilre sensitive to what is 

refemed to as the positive statistical relevance of event A (Sosa & Tooley, 1993). Event A is 

positively relevant if, much like an excitatory CS, (1) event A occurs prior to event B and 

(2) the probability of event B is greater when event A occurs than is the overall probability 

of event B. Much like this type of causal learning, animal conditioning may be a form of 

cause-effect learning (Cheng & Holyoak, 1995). Therefore nature may equip organisms 

with a simple causal learning mechanism that learns to respond to the most highly 

contingent stimulus for an important event. This idea may help explain why animals 

exposed to pairings between a CS and US sometimes fail to learn about the relation. A CS 

may be paired with the US but not be comlated with it. 

Then is some resistance to this idea because it suggests that animals might be 

required to perform complex mental calculations (Papini & Bitterman, 1990). It is possible 

however, that animals may have evolved simple mechanisms that approximate these 

normative calculations. Comparing behaviour with optimal contingency theory may help us 

understand the learning mechanism. An analysis of animal behaviour in terms of 

computational norms has proven quite useful in other research areas (e.g., Church, 1997; 



Hermstein, 1961) without proposing that animals actually use a normative style algorithm. 

For example, foraging behaviour (lea, 1981) has been described with reference to 

optimization models. Many animals forage for food in patterns that mimic an optimal 

strategy for minimizing energy expenditure and maximizing food intake. Research on 

foraging has compared actual behaviour with the behaviour of the hypothesized ideal 

forager without positing that animals perform a full cost-benefits analysis. 

One principle in normative theorising about how causes are discovered is that 

causes of events tend (although not always) to occur just before their effects. They are 

temporally contiguous. Similarly temporal contiguity has been identified as a primary 

determiner of associative learning. 

While contiguity is one cue to causality a sigruficant problem for normative models 

of causal induction has ken to understand how to select from among the many events that 

may be contiguous with an outcome the single event that should be attributed true causal 

status. Some events have multiple causes, but a system that induces causal relationships on 

the basis of contiguity alone will spend limited resources learning about events that are 

irrelevant, but because of serendipitous pairing seem to be causally related. Scientists and 

Philosophers have pondered this problem with respect to human causal reasoning. They 

have been puzzled by how people seem able to induce causes in the face of ambiguous data 

(for a review see Sosa & Tooley, 1993). 

One solution, captured by the scientific method is to compare the relative likelihoods 

of the to-bepredicted outcome in the presence and absence of a set of possible causes. A 

standard experiment with an experimental and control treatment uses this logic to identify 

whether an experimentally manipulated variable causes a change in a dependent variable. A 

scientist compares the effect of the crucial putative causal variable on the experimental 

group with a control condition that holds all other factors (i.e., possible causes) constant. 

According to this analysis, causal factors can be induced by comparing the relative validity 



of all possible causal factors with an outcome. The event which signals the largest relative 

increase in the likelihood of the outcome will be identified as having caused the outcome. 

This 'Method of Difference' retains the simple contiguity principle while allowing the 

reasoner to disambiguate redundant cues in the environment (Mill, 184311973). 

The learning mechanism at work during conditioning procedures may have evolved 

to solve this type of problem (Cheng & Holyoak, 1995). In contrast, traditional associative 

approaches to Pavlovian conditioning that stress the role of contiguity have largely ignored 

any global relationships. Early theories of conditioning described how the strength of a 

learned response was primarily a function of the number of CS-US pairings (Hull. 1952). 

Stimulus-Response theories of conditioning forrnalised this idea in general laws of 

learning, for example, Thorndike's Law of effect (Thorndike, 191 1/1965). However, if 

CS-US pairings were dl that was important for developing a learned response, then any 

manipulation of CS-US covariation which holds the joint occurrence of CS and US 

constant but varies whether they occur separately should produce equivalent learning. Three 

findings, which I will argue are related, have challenged this assumption and encouraged 

the idea that conditioning involves a principle that is similar to the 'Method of Difference'. 

These are that: 1) the strength of a CR is influenced by how often the US is presented in the 

absence of the CS (e.g., Baker, 1977; Durlach & Shane, 1993; Gamzu & Williams, 1973; 

Rescorla, 1968). 2) relative to the number of CS-US pairings, a CR is influenced by the 

relative frequency with which the CS is presented without the US (e.g., Gibbon, Farrell, 

Locurto, Duncan & Terrace, 1980) and 3) the amount of exposure to the absence of both 

CS and US affects the strength of the CR (e.g., Kremer, 1974; Baker, 1977; Miller, Barnet 

& Grahame, 1995). 

One interpretation of these findings is that they are unrelated. Each one may 

describe a separate variable that influences conditioned responding. Alternately, they may 

represent related findings each demonstrating sensitivity to a different component of the 



overall CS-US relationship or contingency. One way to explore this idea further is to see 

whether the results of these three treatments are consistent with the changes in behaviour 

expected to occur if animals were sensitive to changes in CS-US contingency. To see how 

these treatments may involve changes in CS-US contingency requires defining more clearly 

the notion of a nonnative measure of contingency. 

It may be worth clarifying at the outset in what way I am implicating the notion of a 

statistical contingency in the conditioning process. A useful categorization of the levels at 

which a function can be described and analyzed is provided by Marr (1982; see also 

Schrnajuk, 1997; Church, 1997). Man identified three levels of analysis, originally to 

describe an analysis of the visual system. These levels are, the computational level, the 

representation and algorithm level and the level of implementation. Each level describes a 

method of analysis of the same process. Furthermore. he proposed that it may be possible 

to ignore two levels while trying to describe the other. 

Pavlovian conditioning has, until recently, been explained in terms of the middle 

representational and algorithmic level. Learning theorists have spent much effort describing 

possible  presentations of leaming (e.g., habits, associations) and the algorithms that give 

the precise inputhutput relationships (Hull. 1952). More recently, with the advent of neural 

measurement techniques, researc hen have been able to explore how the brain implements 

leaming processes. However, descriptions of learning at the computational level have often 

been excluded from psychological investigation (although see Tolman & Brunswik, 1935). 

According to Marr, the computational level involves describing the goals of the 

computations, why they are appropriate and their underlying logic. Furthermore, all three 

levels are required for a complete understanding of a phenomenon. It will be argued that a 

nonnative theory of causal induction provides a computational description of why animals 

may acquire conditioned responses to stimuli, and what guides this selection. However, to 

make this point clear, even if one argues that computationally animals are learning about a 



specific CS-US contingency, it is still possible that at the level of representation and 

algorithm they are learning associations in a manner that bears more resemblance to the 

mechanisms described by Pavlov (1927) or Hull than by those used to describe causal 

reasoning. It is important throughout this discussion to keep separate the idea of 

contingency as a computational description and the representational and algorithmic theories 

upon which much of the focus will rest. 

Normative Contingency Theory 

One common normative estimate of contingency combines four types of conjunction 

between two binary events. These are summarised in a two-way contingency table, an 

example of which is shown in Figure 1. In conditioning terms, cell A represents the 

frequency of CS-US pairings, cell B the frequency of CS presentations in the absence of 

the US (i.e., extinction), cell C the frequency of unsignaled US presentations, and cell D 

the frequency of the absence of both events (i.e.. the inter-trial interval). 

There are several ways of combining these cells to estimate the overall contingency 

between a CS and US, each of which is equally valid mathematically (Granger & 

Schimmler, 1986). The different contingency metrics differ by stressing the relative 

importance of one or another cell or combination of cells (Harnmond & Papter, 1983). 

One commonly employed measure is the Chi-square (Allan, 1980). The Chi-square 

though, is a two-way measure of contingency. This may be inappropriate for describing 

relationships in which there is an underlying causal frame. In the situation described here, 

the CS comes before or predicts the US. One measure of the one-way contingency which 

uses an unbiased weighting of the four cells is known as Ap (delta p) and was originally 

used for the description of human judgements of the strength of even t-outcome 

relationships (Allan, 1980). Ap is the difference between two ratios (equation 1). In its 

application to conditioning, one ratio can be considered as the proportion of training trials in 

which the CS is paired with the US [p,(USICS)] and the other the proportion of trials 



Figure 1. Two-way contingency matrix describing the possible event conjunctions 

between a CS and US in Pavlovian conditioning. Below the table are the two conditional 

probabilities that comprise Ap, a measure of the one-way contingency between two binary 

variables (Allan, 1980). 





without the CS paired with the US [p,(USI-CS]. 

p (US (CS)=A/( A+B) 

p,(vSl-CS)=C/(C+D) 

(1 A P = P ~  - Po 

Ap is not the only contingency metric which has been used to describe Pavlovian 

conditioning. For example, Gibbon, Berryman and Thompson (1974) have compared 

various metrics and settled on a version of the correlation coefficient 0, shown here for 

illustrative purposes only (equation 2). 

p2(CSIUS)=(AIA+C) 

p3(CSI-US)=(BIB+D) 

(2) e =J- 

I will not debate the relative merits of these or other contingency metrics, in general in this 

paper Ap will be discussed as the nonnative measure of contingency for two reasons. The 

various metrics make similar predictions in the treatments that we will discuss and one 

prominent associative theory of conditioning (i.e., the Rescorla-Wagner model; Rescorla & 

Wagner, 1972; Wagner & Rescorla, 1972) seems to share some features with Ap (Baker, 

Murphy & Vallde-Tourangeau, 19%). 

Ap can take on values continuously between 1 and - 1. covering the complete range 

of covarying relationships between two binary variables. Positive Ap values are appropriate 

for describing CSs that signal an increase in the likelihood of the US while negative Ap 

values can be used to describe CSs that signal a decrease in the likelihood of the US. A Ap 

of zero is a special case in which a CS signals no change in the likelihood of US delivery 

from that observed in its absence. Ap then, can be taken as an estimate of the predictiveness 

of a CS for the US. 

The idea that Pavlovian conditioning involves contingency learning means that 



animals perform a given CR because there is a positive or negative contingency between the 

CS and US and that the animal learns this relationship during training. The evidence that 

can decide this hypothesis comes from studies which have systematically tested whether 

changing the overall CS-US Ap systematically changes the strength of conditioned 

responding. 

Effects of Degrading CS-US Contingency 

Modifying the p(US1CS) 

If the conditioned response generated by a CS is determined by the CS-US 

contingency then changing the contingency by decreasing either the likelihood of the US 

during the presence of the CS or the likelihood of the US during the absence of the CS 

should have a measurable effect on the CR. These two manipulations are similar to 

changing the two probabilities described by Ap. Decreases in the p(US1CS) or increases in 

the p(US1-CS) should decrease the strength of the conditioned response. 

I will consider the evidence concerning decreases in p(US1CS) first. This change i s  

equivalent to the difference between a continuous and partial reinforcement (PR) schedule 

(Mackintosh, 1974 pp. 72-75). If animals are sensitive to changes in CS-US contingency 

then in comparison to continuous reinforcement (100%; all CSs are followed by the US) an 

animal might be expected to acquire a weaker response following a PR schedule in which 

only some of the CS exposures are followed by reinforcement (e.g., 5056). However, it is 

difficult to compare continuous and partial reinforcement while controlling for two possible 

effects on the conditioned response independent of the change in contingency. Table 1 

presents the event frequencies of a continuous reinforcement schedule and two possible 

control treatments. 

To compare a 50% PR schedule with a continuous reinforcement schedule the 

experimenter can modify the continuous schedule by omitting half of the US presentations 

[Partial-(a)]. This treatment maintains the total number of CS presentations (10) but reduces 



Table 1. Two partially reinforced (50%) experimental groups [Partial(a) and Partial(b)] 

designed to test for an effect of partial reinforcement on Pavlovian conditioning. These 

treatments are compared with conditioning in a continuously reinforced group. Partial(a) 

controls for the total number of CS presentations and Partial(b) for the total number of US 

presentations. 





the number of CS-US pairings (from 10 to 5). Any change observed in the CR may occur 

for two reasons. It may be affected by the reduced probability of reinforcement in the 

presence of the CS or because of the reduced number of US presentations. One way to 

control for this confound is to reduce the contingency by increasing the total number of CS 

presentations to 20 while keeping the number of CS-US pairings constant [Partial-(b)]. 

While this treatment reduces the p(US1CS) to 50% and maintains the same experience with 

the US, it increases experience with the CS. Neither control alone can be used to investigate 

the effects of PR. If both partial reinforcement schedules produce a similar change in 

responding from that found with continuous training, it could be argued that it was changes 

to p(US1CS) and not simply to the number of CS-US pairings, the number of CS or the 

number of US occurrences which was responsible for the strength of the conditioned 

response. In summary, one test for the position that animals are sensitive to CS-US 

contingency is to investigate how partial reinforcement influences the conditioned response. 

Early investigations of partial reinforcement often maintained experience with the 

CS and reduced experience with the US. PR schedules produced in this manner often 

produce weaker conditioned responding than continuous reinforcement (ex.. Fitzgenld, 

1963; Pavlov, 1927; Wagner, Siegel. Thomas & Ellison, 1964). For instance. Fitzgenld 

studied the conditioned salivary response in hungry dogs. Each of three treatments received 

24 fifteen second tones each day for 10 days. The groups differed with respect to the 

proportion of these trials that were paired with oral presentations of dilute acid (US). Either 

100%,50% or 25% of the CS trials were paired with the US. The partidly reinforced 

groups showed inferior acquisition of the conditioned salivary response and this response 

was more resistant to extinction. 

The differences in acquisition make intuitive sense from theories of learning which 

predict that the CR develops as a direct consequence of CS-US pairings (Hull, 1952). 

These theories would also seem to predict that continuous training results in a stronger CS- 



US association and consequently it produces stronger conditioned responding. A stronger 

association might also be more resistant to extinction or reduction. It might. for example, 

take longer to reduce the effect of the conditioning treatment if training involved continuous 

pairings. Fitzgerald (1963) presented the same tone CS in the absence of any acid and 

found that continuous reinforrement produced fatter extinction of the conditioned salivary 

response than either 50% or 25% reinforcement schedules. However, because all three 

groups received different numbers of US exposures these results do not unambiguously 

answer whether it was the probability of US following the CS or simply the total number of 

US presentations which produced this partial reinforcement effect. 

Gibbon, Farrell, Locurto, Duncan & Terrace (1980) conducted a more extensive 

investigation of partial reinforcement. They studied PR with a classically conditioned 

keypecking response in pigeons. Pigeons were exposed to an illuminated keylight (CS) 

which signalled the delivery of grain (US). They trained pigeons with five reinforcement 

probabilities from 100% to 10%. Consistent with the findings of Fitzgerald (1963). 

reducing the number of US deliveries slowed acquisition of the CR (treatment Pa). They 

went on to test partial reinforcement schedules that were generated by holding the number 

of CS-US pairings constant and increasing the number of nonreinforced CS presentations 

(treatment Pb). When this was done the differences in acquisition speed and asymptotic 

levels of responding were shown to be determined by the absolute number of CS-US 

pairings. Gibbon et al.. showed how this finding was consistent with a meta-analysis of 

data involving a variety of species including chicks, rabbits, rats. dogs and goldfish using a 

variety of appetitive and aversive conditioning procedures. In spite of these effects on 

acquisition the studies also concluded that both types of PR schedules increased resistance 

to extinction independent of the absolute number of CS-US pairings. 

The reduced rate of extinction following partial reinfofcement is a robust effect and 

suggests that partial reinforcement produces a change in behaviour which is different from 



continuous reinforcement. The likelihood of the US in the presence of the CS is learned and 

does effect behaviour (Mackintosh, 1974) independent of individual CS or US or 

compound CS-US exposure. Intuitively one might expect that if a weaker CS-US 

association was formed as a result of partial reinforcement, then this might result in 

behaviour which extinguished more rapidly. One explanation offered for this seemingly 

paradoxical finding involves the similarity between the partial reinforcement training 

experience of nonreinforced exposure to the CS and the nonreinforced exposure to the CS 

during extinction. Capaldi (1966) has evidence to support the view that the similarity 

between PR and extinction serves to maintain the conditioned response during extinction 

training. Clearly though, the simple associative account which ties learning to the number 

of CS-US pairings is not tenable. 

In terms of contingency, so far we have only considered the relative number of A to 

B cells (from Figure 1) .  In terms of Ap, being sensitive to these two cells is only half the 

story. The second source of information about the contingency arises from sensitivity to the 

density of US presentations in the absence of the CS [ie., p(US(-CS)]. Manipulating 

experimentally the relative number of A to B trials was simply matter of varying the number 

of reinforced to nonreinforced CS trials, one of the difficulties with manipulating precisely 

the likelihood of the US in the absence of the CS involves identifying the set of cues which 

constitute the absence of the CS. 

Modifying the p(US1-CS) 

Rescorla (1968) showed that increasing the frequency of US presentation in the 

absence of the CS, while keeping the frequency of USs during the CS fixed. could reduce 

the strength of the CR (see also Rokasy, 1%S). These experiments involved the use of the 

conditional emotional response (CER) procedure in which pairing a tone with shock 

endowed the tone with the ability to suppress ongoing lever pressing behaviour. Rescorla 

assessed the effect of unsignaled shock presentations on the strength of a conditioned 



response elicited by a tone. Regardless of the absolute number of CS-US pairings, 

increasing the relative number of shock presentations in the absence of the tone CS 

decreased fear of the tone (Rescorla, 1966, 1967; see aiso Rescorla & Lolordo, 1%5). In 

one experiment rats were trained to bar press for food, and then received tone and shock 

pairings (Experiment 2 from Rescorla, 1968). Ten different groups of rats received 

different combinations of rates of shock in the presence and absence of the tone. Four 

treatments received uncorrelated CS-US training p(Shock1Tone) = p(ShocklNo Tone)] 

while six received training in which the tone was a positive predictor of the shock 

[p(ShocklTone)>p(ShocklNoTone)J. The actual rates per minute during the tone and during 

the absence of the tone are represented by the following pairs f 0.8-0.4,0.8-0.2,O.S-0, 

0.4-0.2, 0.4-0, 0.2-0, 0.8-0.8, 0.4-0.4, 0.2- 0.2, and 0-0). Rescorla argued that these 

differences in the relative likelihood of shock, rather than any absolute likelihood of shock 

in the presence or absence of the CS determined whether the rats would show conditioned 

fear to the tone. From the perspective of CS-US contingency one could argue that this was 

analogous to training rats with either a positive or zero Ap contingency. 

Rescorla's (1968) result is surprising when considered from the perspective of the 

traditional contiguity-based theories of conditioning proposed to account for Pavlovian 

conditioning (Hull, 1952; Spence, 1940). These accounts assumed that the strength of the 

tone-shock association should have been the same in each group with the same shock 

density during the CS [e.g., 0.8-0,0.8-0.2,O.B-0.4, 0.8-0.8 ] and different in those 

groups that shared different shock density during the CS [e.g., 0.4-.04,0.2-0.21. 

Like the problems with interpreting differences in conditioning between continuous 

and partial reinforcement schedules referred to earlier, differences between correlated and 

uncomlated training may not reflect contingency sensitivity but rather sensitivity to either 

the number of CS-US pairings or differences in CS or US experience. To show that the 

likelihood of the US in the absence of the CS has an effect on a CR, Rescorla needed to 



show that, for example, the conditioned nsponse in treatment .8-0 was greater than 

responding in the zero contingency .8-.8 that received the same rate of CS-US pairing but 

received more US experience. Additionally he needed to show that responding was greater 

in the .8-0 group than in the 0.4-0.4 that received fewer CS-US pairings but the same 

absolute amount of US experience. Rescorla did not report this crucial analysis although 

visual comparison of the means from the data from the original paper suggests that the 

changes in contingency and not CS-US pairing, CS exposure or US exposure alone 

explains the pattern of results (although see Jenkins & Shattuck, 1981). One of the goals of 

this thesis is to conduct these tests. 

Subsequent experiments using different conditioning procedures have shown that 

sensitivity to the presentation of the US in the absence of a CS occurs in different species 

and conditioning preparations. Using an active avoidance response procedure, Weisman 

and Litner (1969) showed that rats learn to shuttle from one comer of a conditioning 

chamber to another when presented with a signal that is paired with shock. If the shock 

occurs with an equivalent likelihood in the absence of the signal then the conditioned 

response is reduced. In appetitive conditioning, sensitivity to the overall contingency has 

been shown both using key pecking for food with pigeons (Gamzu & Williams, 1973; 

Lindblom & Jenkins. 198 1; Durlach, 1983; Durlach, 1989a) as well as using a tray flap 

push response for food with rats @urlach & Shane, 1993). In an experiment using the key 

peck procedure Garnzu and Williams (1973) showed that pigeons developed an autoshaped 

keypecking response to a keylight which signalled food delivery. When the probability of 

grain was the same regardless of whether the keylight was lit or dark (the absence of the 

CS) then the pigeons failed to acquire the autoshaped response (uncorrelated condition) (see 

also Gibbon, Locurto & Terrace, 1975). In a related finding from instrumental 

conditioning, superimposing unsignaled US presentations on an instrumentally conditioned 

bar pressing response reduces bar pressing (Dickinson & Charnock. 1985; Hammond. 



1980; Hammond & Weinberg, 1984; Rescorla & Skucy, 1%9). 

The wealth of data on this manipulation, supports the notion that conditioned 

responses are influenced by both the likelihood of the US in the presence of a CS as well as 

the likelihood in the absence of the CS. The previous discussion has been confined to 

excitatory conditioning, in which a positive CS-US relation seems to be learned; however 

contingencies can be constructed so that a CS signals the absence of the US. One might 

propose from the previous argument that animals might be able to learn that a CS was 

contingently related to US absence. The notion of inhibitory conditioning has been known 

since Pavlov (1927). Rescorla showed that it was negative contingencies that allowed a CS 

to acquire inhibitory control over responding. 

Using a CER conditioning procedure Rescorla showed that a tone could inhibit a 

conditioned fear response for shock if the presence of the tone signalled the absence of 

shock (Resfor la, 1969a. 1969b, 1969~). Under these conditions, subsequent attempts to 

condition a Tone-US relation were retarded. In addition, pairing the tone with a known 

excitor resulted in a reduction in the strength of the excitatory response from that observed 

during the excitor alone. These retardation and summation tests together suppon the idea 

that the negative contingency produced inhibitory conditioning. The CS was never itself 

paired with the US and therefore these experiments represent a limited range of negative 

contingencies. Subsequent experiments demonstrated inhibitory conditioning even when 

the CS itself was paired with the US, as long as the CS was paired with a lower proportion 

of USs than was the absence of the CS (Witcher & Ayres, 1980). In addition to the CER, 

inhibitory conditioning following negative contingency training has also been demonstrated 

using an aversive conditioned lick suppression procedure with rats (hhller & Schachtrnan, 

1985). Finally, Cotton, Goodall and Mackintosh (1982) have demonstrated inhibitory 

conditioning in spite of consistent CS-US pairings. In these experiments, a CS was a 

perfect predictor of a reduction in the magnitude of the US. This inhibitory CS, which 



always signalled the delivery of a single food pellet (A+), acquired inhibitory properties 

when training included compound training with a second CS (B) signalling two food pellets 

(AB++). Similarly, discriminative stimuli for instrumental lever pressing for access to 

sucrose in rats have also been shown to develop inhibitory properties if they signal a 

reduction in the probability of reinforcement signalled by a second cue (also Nelson, 1987). 

Together these experiments show that even with consistent CS-US pairing, a CS 

can come to inhibit behaviour if it signals a relative decrease in the likelihood or even the 

amount of the US. Although, in general, inhibitory conditioning arising from negative 

contingencies is more difficult to demonstrate than excitatory conditioning from positive 

contingencies, most findings are consistent with the generalisation that it is the overall 

predictiveness captured by the global CS-US contingency rather than simply the absolute 

number of CS trials, US experiences, number of CS-US pairings or CS-US probability 

that determines both the strength of the conditioned response and its valence. 

Finally, if animals can learn about a positive or negative contingency between two 

events then what do they learn when there is a zero contingency between CS and US ? 

There are at least three possibilities. Early theories of conditioning assumed that zero 

contingency training would result in excitatory conditioning because the CS and US would 

still be paired together by chance occasionally. These chance pairings would cause the 

formation of an excitatory association. Alternatively. Rescorla's findings about the relation 

between conditioning and contingency sensitivity suggested that uncorrelated training might 

leave a CS neutral since it would be a poor predictor of both US presence and absence. 

Rescoria (1967), thus argued that uncorrelated training was the correct control matrnent for 

conditioning. Others have suggested that animals might learn specifically that both CS and 

US are unrelated or that the CS is irrelevant (Baker & Mercier, 1989; Mackintosh, 1974; 

Seligman, 1992). 

Quinsey (1971; Kremer, 197 1) showed that uncomlated CS-US training can 



endow a CS with excitatory properties. Others claim to have found evidence that animals 

can learn the specific uncorrelated relationship. For example, Baker and Mackintosh (1977) 

demonstrated using appetitive conditioned licking procedure with rats that a tone trained 

with a zero contingency with water was difficult to condition in a subsequent conditioning 

phase. Because the zero contingency training interfered with both excitatory and inhibitory 

conditioning they took this to mean that the animals had learned explicitly that the tone and 

shock were unrelated (see also, Bennet, Malado & Mackintosh, 1995; Matzel, Schachtman 

& Miller, 1988). While this research confirms that animals are sensitive to uncorrelated 

training, it would seem that experience with a zero contingency may not leave the CS 

associatively neutral as suggested by Rescorla. While this finding and its interpretation is 

not free from controversy (see Bonardi & Hall, 1996; Killcross & Dickinson. 1996; 

Mackintosh, 1983) animals at least seem to learn something during zem contingency 

training. 

In summary, the reason why any of the preceding manipulations involving CS and 

US presentation were effective in producing a change in conditioned behaviour could be 

related to their influence on the CS-US contingency. Furthermore, the normative statistical 

measure Ap captuns the computational requirements that contribute to the formation of a 

conditioned response. 

The role of contextual associations 

While these data support the idea that conditioning is a product of CS-US 

contingency sensitivity they do not suggest an algorithm by which this comes about. One 

possibility proposed by Cheng (1997) is that animals actually use the Ap algorithm. They 

compute Ap h m  a memory of events. An alternative is to explain these effects in terms of 

a representational account involving associations. Then are several associative theories of 

Pavlovian conditioning (e.g., Gibbon & Balsam, 198 1; Jenkins, Barnes & Barrera, 1981; 

Mackintosh, 1975; Miller & Shacbnan, 1985; Pearce, 1987, 1994; Pearce & Hall, 1980; 



Rescorla & Wagner, 1972; Wagner, 198 1). Although these approaches differ with respect 

to the precise learning algorithm, they share an important assumption. They assume that the 

contingency manipulations affect CS conditioning by influencing the signal value (Wagner, 

1969) or predictiveness of all the cbes other than the CS. This occurs as a result of changes 

to the associative status of the experimental context. It is context-US associations that 

mediate the strength of the CR to the CS. How this change to the conditioned response 

emerges separates the theories into two general classes. 

Theories of associative competition propose that conditioned stimuli actually 

interfere with or compete with each other for association with the US during training 

thereby affecting each others' ability to elicit a CR (e.g., Mackintosh, 1975; McLaren. 

Kaye & Mackintosh, 1989; Pearce, 1987; Pearce & Hall, 1980; Rescorla & Wagner, 1972; 

Schmajuk, 1997; Wagner, 198 1). In contrast, comparator theories describe how the 

associations are formed independently and how associations compete for control of 

responding (e.g., Gibbon & Balsam, 1981: Jenkins, Banes & Barrera, 1981; Miller & 

Schachtman. 1985). Therefore, contingency effects can be conceived as reflecting 

differences in either acquisition or performance (Baker & Mercier, 1989; Durlach, 1989b). 

Finally, in contrast to associative accounts that only posit associations there are 

nonassociative accounts involving other, possibly cognitive, variables (e.g., Baker & 

Mackintosh, 1977; Baker & Mercier, 1989; Baker, Singh & Bindra, 1985) that may 

mediate contingency learning. Explicit reference has been ma& to production systems 

(Holland, Holyoak, Nisbett & Thagard, 1986; Holyoak, Koh & Nisbett, 1989) and 

nonnative statistical reasoning modules (Cheng & Holyoak, 1995; Cheng, 1997). In spite 

of their differences the associative and nonassociative approaches acknowledge a crucial 

role for the signalling value of the experimental context in learning about CS-US 

contingencies. 

I will briefly describe empirical evidence for the role of contextual cues in Pavlovian 



conditioning. I will then describe how the different theories account for basic sensitivity to 

contingency. Throughout this review I will argue that the crucial experiments that will test 

the extent to which the CS-US contingency is an appropriate theoretical tool for 

understanding conditioning require measuring and controlling the predictive status of the 

contextual cues in conditioning. Following this review I will propose a series of 

experiments designed to test contingency sensitivity by using a procedure that attempts to 

explicitly define the CS-US contingency. 

Evidence for Context Associations 

Whenever a CS is paired with a US, there are inevitably several sources of sensory 

stimulation, in addition to that provided by the CS, which could become associated with the 

US. However, standard descriptions of the programmed events presented to animals during 

conditioning often reduce to the two discrete events programmed by the experimenter, the 

CS and US (Dickinson, 1980, pp. 30-36). This view neglects an important component of 

training, namely the conditioning chamber itself. The space in which the experiment takes 

place contains tactile, auditory, visual, olfactory and possibly gustatory cues which could. 

according to the principle of contiguity, become associated with the US. 

Pavlov (1927, p. 115) recorded anecdotal evidence of contextual conditioning. The 

dogs in his experiments became visibly excited by the sight of the experimental apparatus 

and room. He argued that these visual contextual cues wen signals for the imminent 

presentation of food. A number of procedures for measuring conditioning to contextual 

cues have been reported Balsam (1985) describes direct and indirect methods with which 

to infer contextual stimulus control over responding. The context's associative strength can 

be directly measured using a preference test in which animals are allowed to choose one of 

several previously conditioned compartments (Bouton, 1984). Behavioural measures of 

activity can also be used to assess contextual conditioning. For example, Blanchard and 

Blanchard (1%9) presented unsignaled shocks to rats and found they exhibited increased 



crouching. Crucial for any demonstration of contextual conditioning is that the conditioned 

khaviour must be specific to the training context in which the USs are received. Blanchard 

and Blanchard showed just this by shifting the rats to a second conditioning chamber and 

showing a reduction in crouching. Crouching was not the result of a nonassociative process 

arising from experience with the shock but reflected a conditioned response arising from 

sensitivity to the context-shock pairings (see also Bouton, 1984; Dweck & Wagner, 1970). 

Some claim that contextual conditioning can also be inferred indirectly by measuring 

the manner in which procedures, designed to produce contextual conditioning, are able to 

influence conditioning during stmdard discrete CS conditioning (Balsam, 1985; Grau & 

Rescorla, 1984; Hall, 1991; Hall & Honey, 1989; Odling-Smee, 1975a; Siegel, 1977; 

Tomie, 1976). The context has been assigned a role in the development of habituation (Hall 

& Channell, 1985) and conditioning phenomena including the retardation of conditioning 

following CS pre-exposure (latent inhibition; Baker & Mercier, 1982; Hall & Honey, 1989; 

Lovibond, Reston & Mackintosh, 1984) the reduction of the conditioned response 

following repeated noweinforced exposure (extinction; Bouton & Bolles, 1979). the 

reduction of the conditioned response following US preexposure (Baker, Mercier, Gabel & 

Baker. 198 1 I), the return of an extinguished response following extinction (renewal; 

Bouton & King, 1986; Bouton & Peck, 1989), inhibitory conditioning (Bouton & Nelson, 

1994) and the return of a conditioned response following presentation of the US after 

extinction (US reinstatement; Bouton & King). [f contextual cues play an important role 

then why are they often omitted fmm standard descriptions of conditioning preparations? 

Pavlov (1927) suggested that contextual cues probably play a relatively minor role 

during many conditioning procedures. He proposed that during CS conditioning any 

contextual conditioning is normally counteracted by the gradual development of internal 

1Although they argw that the effects of US pre-exposure on conditioning to a CS 
are almost certainly not simply the results of contextual conditioning. 



inhibition because the context is extinguished (i.e., it receives repeated nonreinforced 

exposure) during the inter-trial-interval. Since the context is often experienced withwt the 

US it gradually becomes a signal for the absence of the US. However, this theory of 

contextual involvement in conditioning is too simple. In many situations the context retains 

the ability to influence the CR. 

Following sufficient CS-US pairings the discrete CS acquires control over a CR 

and this may occur because the context-US association becomes behaviourally silent as a 

result of extinction. There is however, strong evidence that animals are sensitive to the 

relative predictiveness of the cues (e.g.. Wagner, Logan, Haberlandt & Price. 1968). 

Therefore it might be the relative signalling value of the CS+Context versus the Context 

which determines whether a stimulus acquires a conditioned response. Manipulations 

which influence the relative predictiveness of the context or the CS through pre-training or 

extinction might be expected to influence the come of CS conditioning. This analysis 

implies that rather than describing the standard conditioning training as involving CS vials 

(A+) a truer description requires including the context (X). Thus a simple single CS 

conditioning procedure is really a discrimination between reinforced experience with the CS 

and context (AX*) and nonreinforced context experience (Xw; Rescorla. 1969~). When 

such a discrimination is conducted with two discrete cues in the role of A and X it is called 

a feature positive discrimination. 

It is clear that contextual cues can have a significant role in conditioning and should 

be included in a description of the events experienced during training. This seems 

particularly important for arguing that contingency is a measure of the difference between 

the likelihood of the US in the presence and absence of the CS. I will now discuss the three 

theoretical approaches with explicit reference to the emphasis that they place on processing 

of contextual cues. The theories are; 1) theories of associative competition 2) theories of 

associative comparison and 3) finally a more general class of nonassociative theories. 



Theories of Context /CS interaction 

Associative Competition: Rescorla-Wagner model 

Prior to Rescorla's (1968) experiments, theories of learning assumed that the 

response control acquired by a CS was the direct result of CS-US experience (this 

experience was assumed to influence the accumulation of habit strength or response 

probability; Hull, 1952; Spence 1940). In the spirit of quantification, Bush and Mosteller 

(1951) derived a mathematical instantiation of Hull's version of this principle (equation 3) 

which could be used for calculating changes in the probability of a given response on a trial 

by trial basis. These changes were assumed to be a weighted difference between the 

maximum probability and the accumulated probability (p) from previous trials. 

(3) A in response probability=k(h-p) 

The parameter for the US ( k = l )  sets the upper limit for responding. The formula is 

weighted by a learning rate parameter (k) for learning about specific stimuli. The model 

predicts a negatively accelerating learning curve characteristic of many learned responses. 

With enough training a given stimulus will elicit a response with probability h and learning 

stops. 

The problem with this theory is that it assumes that the conditioned response elicited 

by one CS should be independent of any responding elicited by another simultaneously 

trained CS. The conditioned response is determined solely by the number of times that a 

stimulus is reinforced and extinguished. As a consequence a number of basic conditioning 

effects including, overshadowing (Pavlov, 1927), contingency sensitivity (Rescorla, 1968) 

or stimulus selection effects are not anticipated (e.g., blocking; Kamin, 1969; Wagner, 

Logan, Haberlandt & Rice, 1968). In a major conceptual shift Rescorla and Wagner (1971; 

Wagner & Rescorla, 1972) altered Bush and Mostellor's model (equation 4) changing the 

focus from response probability to associative suength (V). This shifted the focus of 

investigation from the behaviour to internal cognitive mechanisms of learning. Behaviour is 



assumed to reflect learned associations in some monotonic fashion but the exact mapping 

has still to be addressed. The second major difference from previous formulations was that 

the associative strength acquired by a single CS was determined not only by its own 

previous association with the US, but by the associations acquired by all other cues present 

on a given trial (ZV). 

(4) AV= ae(h-ZV) 

a and fl represent learning rate parameters for the CS and US respectively. The formula can 

be used to calculate predicted changes in associative strength for a given cue presented on a 

given trial. This change allowed their new theory to accurately predict some previously 

unexplained findings. One example is the Rescorla-Wagner model's (RWM) account of 

Karnin's bloc king procedure? 

In Karnin's blocking prwedure the experimental treatment receives initial training 

during phase 1 with a single cue paired with the US (A+) . During the second phase the 

same cue is compounded with a second cue (B) and the compound is paired with the US 

(AB+). The interesting result is that learning about B in the experimental group is 

attenuated compared with a control group that only receives the phase 2 compound 

experience. Previous theories assumed that the amount of B-US training would determine 

the level of responding to B and since it is the same in the two groups these models predict 

the same level of learning. The RWM assumes that during phase 1, A acquires associative 

strength and this associative strength interferes with acquisition of associative strength by 

B. B is unable to acquire as much associative strength as it would otherwise in the control 

21n spite of its many successes the model also has a number of failures (see Miller. Barnet & 
Cole, 1995). For example. the model predicts tbat neutral cues which are prrscnted without reinforcement in 
an extinction procedure paired with a previously trained inhibitor wilt actually gain associative strength 
(Rescods 1971). This prediction has not becn supported empirically (Baker. 1974; Zimmer-Hut & 
Rescorla, 1974). Regardless of any shortcomings of the model as a general theory of conditioning it is able 
to predict contingency sensitivity without requiring that the animals actually calculate conditional 
probabilities. 



group that received no pre-training of A. Previously trained CSs or ones that are more 

contiguous or those that are more contingent with the US are thus able to block or interfere 

acquisition of associative strength by other less valid CSs. In support of this interpretation 

Wagner (1971) showed that this effect was a direct result of prior conditioning and not 

simply a function of the increased exposure to the US in the experimental group. 

Supporting the idea that the amount of associative strength previously acquired by 

A influences how much associative strength can accrue to B, Wagner (1968) perfomd 

several experiments demonstrating that the conditioned response acquired by a CS (B) 

trained in compound with A was monotonically related to the amount of pre-training with 

(A). This finding supported the idea that the strength of A's association with the US 

interfered with B's association. Subsequent experiments showed that A could interfere 

with B even when the two trial types (A+, AB+) were presented intennixed during the 

same training phase (Rescorla, 1969~). 

From the perspective of the Rescorla-Wagner model. Rescorla's contingency 

experiments can be seen as an example of associative competition between the experimental 

context and the discrete CS. The RWM can account for the reduced conditioning to a CS 

following zero contingency training by assuming that the increase in US presentations in 

the absence of the CS increases the context-US association which in turn interferes with the 

acquisition of an association by the discrete CS. The CS can only win this competition 

when p(USICS)>p(USI-CS) or when AX is a better predictor of the US than X alone. 

Interestingly, the RWM' s predictions concerning which cue should acquire more 

associative strength and a normative calculation of contingency Ap make very similar 

predictions under some conditions. Assuming that the learning rate parameters for the 

presence and absence of the US (p, and Po) are equal, the ordinal asymptotic predictions 

from RWM and Ap are identical (see Chapman & Robbins. 1990). However, this 

assumption, that p, = Po is not commonly accepted in the animal learning literature. The 



more standard assumption, is that reinforcement has a greater impact on behaviour than 

nonreinforcement. and therefore the standard usage of the model requires that the learning 

rate parameter for reinforcement is set greater than that for nonreinforcement (i.e., P,> $). 

Even with this difference the model still assumes that CSs that ace correlated with a US 

should acquire more associative strength than uncorrelated CSs (Wasserman, Elek, 

Chatlosh & Baker. 1992). With unequal betas Wasserman et al. have shown that the model 

predicts that CS-US contingencies with low US density, that have fewer pairings with the 

US, should acquire slightly more associative strength than the same overall CS-US 

contingency with more US experience. In spite of these departures from the normative Ap, 

this similarity between the computational description and an algorithm designed to account 

for empirical findings in Pavlovian conditioning provides an interesting example of the 

convergence between two independent theore tical traditions. 

It is possible then that at the computational level animals have evolved a mechanism 

for assessing contingencies, but that the mechanism or algorithm that performs this task 

involves accumulation of associative strength using a competitive associative accumulator 

such as the RWM. The experiments described in this thesis will compare how well an 

associative model like RWM predicts the nsults of experiments designed to vary the CS- 

US Ap contingency. 

Wagner's SOP theory 

An alternate associative theory has been proposed by Wagner (1981). His standard 

operating procedures (SOP) model, like the RWM, also assumes that pairing a CS and US 

allows the CS to reduce the potential of the US to enter into association with other CSs. 

This theory is described by a set of rules which determine when memories for events can 

and can not enter into association with one another. According to the model, experiences 

with conditioning events activate any internal representations or memories of these events. 

Events become associated if they occur at the same time. This part of the theory is 



consistent with the RWM. SOP also describes how associations can interfere with one 

another, and in this manner allows the model to account for contingency sensitivity. Rather 

than competing for associative strength, the model assumes that memory representations 

compete for activation in a limited capacity memory state. 

Representations of events can be either inactive (I) or in one of two active memory 

states (Al, A2). The presentation of a CS itself brings its representation into Al. The 

activation of a representation solely via an association brings the representation into A2. 

These two states have different properties. Following repeated CS-US training, 

presentation of the CS will invoke both its representation into A1 and the representation of 

any other stimuli with which the CS has been paired only into A2. Excitatory associations 

between two representations can only occur when both elements of the association are in 

the A1 state3. When some events are in A1 and others are simultaneously in A2, inhibitory 

associations are formed. If pairing of a CS and US forms a strong excitatory association 

then subsequent presentation of the CS will invoke the representation of the US into A2 

which will effectively limit its ability to enter into any new excitatory associations and may 

even result in inhibitory associations with new stimuli. 

This set of rules predicts contingency sensitivity. Pairing a CS and US will lead to 

the development of an association between the two, and like the RWM any unsignaled US 

experience will form an association between the context and the US. During zero 

contingency training the CS acquires a weaker association with the US because the context 

can more readily activate the US representation into the A2 state on later CS-US trials. This 

resuit limits the CS-US association and its subsequent ability to elicit a response. 

Pearce's (1987) model of Stimulus Generalization 

3 On the basis of data on retrospective processing Dickinson & Burke (1996) have suggested a 
modification of these rules which permits an associative account of retrospective learning effects by 
assuming that excitatory associations can also form when both representations are in A2. 



A third example of how the notion of competing associations might be used to 

account for contingency sensitivity is Peatce's (1987; 1994) model of stimulus 

generalisation. The RWM and SOP both involve the assumption that animals represent 

stimuli as elements. In contrast, Pearce has argued that learning involves representations of 

entire! stimulus configurations. If training involves an AX+, X- discrimination animals do 

not fonn a separate A and X association with the US, rather they form one association 

with a representation of the entire AX configuration and a second with the X 

representation. Furthermore the response elicited by any stimulus is a function of the 

excitation andlor inhibition that may have been acquired by that stimulus as well as my 

generalised excitation/inhibition from all representations of stimulus configurations which 

are similar to the stimulus. 

Changes in levels of excitation can be described by equation (5). On any trial the 

amount of excitatory associative strength acquired by a stimulus configuration AX is a 

weighted function of the difference between the total amount of possible associative 

strength sustainable by the US (A) and the sum of excitation and inhibition that the 

configuration has already acquired [ EILY - IAX ] either directly or through generalisation 

from other similar stimulus configurations. Therefore generalised associative strength can 

reduce the level of associative strength that a CS can acquire. Changes in inhibitory strength 

are calculated using a similar formula (see Pearce, 1987 for more details). 

Pearce proposes that the degree to which configuration A is similar to or excites the same 

units as configuration AX (ASM) is represented by the degree to which two 

configurations share common elements. This approach may seem to bring us back to the 

elemental framework proposed in RWM, however, Pearce describes two levels of 



description of a stimulus representation. A stimulus has a configural representation which 

mirrors the stimulus programmed by the experimenter. But also representations can be 

thought of as comprising multiple elements. These elements are either common to other 

configurations or unique. The degree to which A is similar to AX (ASM) for example, can 

be captured by equation (6). The formula multiplies the proportion of elements in each 

stimulus that are common. The proportion of common elements in A and AX is a ratio of 

the common element (P,,) with the total elements for each stimulus (PZ A and PZ AX 

respectively). 

Pcom Pcom 
(6) AsAx- 

PZA PCAX 

The model has been applied with some success to account for a number of conditioning 

effects that seem beyond the scope of the simple nonconfigural version of RWM, including 

phenomenon such as negative patterning (Pearce & Redhead, 1993; Redhead & Pearce, 

1995; Wilson & Pearce, 1989) which requires a configural solution. The model has 

recently been successfully applied to human contingency learning (Vall&-Tourangeau, 

Murphy, Drew & Baker, 1998; Upez,  Shanks, A l m h  & Femhdez, 1998). Like the 

previous two theories, Pearce's model accurately predicts that during an AX, X 

discrimination, learning about A will be directly related to its contingency with the US 

relative to X. 

The RWM, SOP, and Pearce' s Stimulus Generalization model involve different 

terminology and different associative mechanisms, but they each assume that sensitivity to 

A's contingency following AX, X discrimination is directly determined by learning either 

an X-US (Rescorla-Wagner, 1972, Wagner, 1981) or AX-US (Pearce, 1987) association. 

With regard to the nof'mative statistical measures of contingency such as Ap, associations 

are partlculary useful psychological entities because they economically generate the total 



frequencies of the event conjunctions required for the calculation of the one-way Ap 

contingency described in Figure I. Because the predictions of levels of associative strength 

map quite easily onto Ap, associative models offer a parsimonious and plausible solution to 

a complex normative calculation. 

Theories of Associative Comparison 

Others have proposed that the decrease in conditioned responding observed 

following a zero CS-US correlation may reflect a performance failure rather than an effect 

on acquisition (Baker & Mercier, 1989; Durlach, 1989b; Miller & Matzel, 1988). These 

performance based theories assume that context-US associations are learned independently 

of CS-US associations and that these associations compete for control of behaviour 

(Bouton, 1993; Gibbon & Balsam, 1981; Jenkins, Barnes & Barrera, 198 1 ; Miller & 

Schachtman, 1985). Jenkins et al. proposed the Waiting Time Hypothesis, Gibbon and 

Balsam, Scalar Expectancy Theory (SET) and Miller and Schachtman, the Comparator 

Hypothesis. To account for contingency effects comparator theories suggest that responses 

are the result of a process that compares the relative strengths of two associations, one 

between the CS and the US and one between the Context and the US? This hypothesis is 

similar to the computational notion described by Ap. 

The comparator models, like the competition models, are able to account for 

Rescorla's contingency learning experiments. Tone-shock experience establishes tone- 

shock and context-shock associations, while unsignaled shock experience contributes to the 

context-shock association. The relative strengths of the tone-US and context-US 

associations determines whether the CS or the context will control conditioned responding. 

One distinguishing feature of this type of theory is that animals keep complete memories of 

4 Gallistel (1990) has proposed a similar nonassociative comparator account of 
Pavlovian conditioning. His theory involves representations of the relative prevalence of 
the US. These representations are compared much like the associative comparator 
approach. 



CS-US contiguity but sometimes fail to display knowledge if training included a relatively 

more contiguous and therefore more highly associated context. Evidence in support of this 

theory is derived primarily from experiments that involve post training manipulations of the 

associative strength of comparison stimuli. Sometimes, latent responding to the target 

stimulus is revealed. For example, if two stimuli are paired with a US in compound 

(AB+), theories of competition assume that this overshadowing treatment will result in 

weaker associations and therefore less conditioned responding to either element than if they 

had received training alone. In contrast, the comparator approach suggests that the 

association formed between A and the US during an overshadowing training procedure 

would be the same as that formed when training only involves A. In support of Miller's 

comparator model a test of A following overshadowing training will show relatively less 

responding to A because B will represent a stronger comparison stimulus for A than does 

the context which is the only comparison stimulus in A+ training. Furthermore, unlike the 

competition models, any post training extinction of B. is predicted to influence the response 

controlled by A because of B's reduced association. Miller & Schachtman (1985) found 

evidence for this type of post training inflation effect. 

Post-training extinction effects have been demonstrated to reveal latent conditioned 

responding with a range of other conditioning phenomenon including: blocking (Balaz, 

Gustin, Cacheiro & Miller, 1982), relative validity (Cole, Denniston & Miller, 1996; Cole, 

Gunther & Miller, 1997), and conditioned inhibition (Schachtman, Brown, Gordon, 

Canerson & Miller, 1987). In contrast, theories of associative competition are unable to 

account for this type of post training inflation effect since A's association should be 

untouched by new training of B (although see Van Hamme & Wasserman, 1994 and 

Dickinson & Burke, 1996). 

In spite of their differences, both competition and comparator approaches treat 

conditioning as the learning of associations between events and argue that CS-US 



contingency sensitivity is a direct consequence of interference by context associations on 

either the formation or the expression of CS-US associations. Both approaches predict that 

conditioned behaviour will often track the CS-US contingency making Ap a good 

computational description of learning behaviour even if Ap fails to capture the algorithm 

underlying this effect. 

Nonassociative Theory 

A third approach has its roots in normative or statistical models of human cognition 

(Cheng & Holyoak, 1995). From this perspective. leaning involves acquiring global 

information about the causal structure of the environment. Organisms are argued to 

calculate the covariation between all possible causes and an event. Cheng and her 

colleagues (Cheng, 1997; Cheng & Novick, 1992; Waldmann & Holyoak, 1992) have 

developed a general nonassociative, normative account of causal reasoning that could apply 

to both human causal reasoning and to animal Pavlovian conditioning. One implication of 

this idea is that during conditioning conditioned responses directly reflect the result of 

multiple CS-US contingency calculations. One of the gods of these experiments is to 

assess the extent to which conditioned responses reflect this type of learning. If it was 

found that animals did display fine sensitivity to contingencies then it might provide an 

interesting framework for understanding a variety of conditioning phenomenon. 

Conditioning might reflect an adaptive computational system for inferring causal structure 

based on statistical regularity. 

There is an important problem with any normative account that simply relies on 

calculations of Ap. In many cases the same Ap contingency between a CS and US results in 

very different conditioned responses because of the presence of alternate cues for the US 

(Mackintosh, 1983). There are many examples of these effects in conditioning which are 

called selective association phenomena. Selective associations are recruited as evidence that 

the Ap contingency alone is not a good theory of the mechanism underlying a conditioned 



response (Mackintosh, 1977; Papini & Bitterman, 1990). However, it is possible that 

selective associations reflect a more complex computation than the simple unconditional Ap, 

rather the conditioning system may be sensitive the relative contingencies or conditional Ap 

(Shanks, 1995). 

Rather than simply calculating Ap as described in Figure 1. the normative 

Probabilistic Contrast Model (Cheng, 1997; PCM) proposes that individual cause-effect 

relationships must be calculated conditional upon the presence and absence of other 

conditionalizing cues. In conditioning this might mean that individual CSs are compared 

with other CSs on the basis of their contingencies. Kamin's blocking effect ( 1969) is one 

example of a selective association effect in which a cue's unconditional contingency fails to 

predict the strength of the response that it acquires. As described earlier the effect involves 

repeated A+ training followed by AB+ training. The surprising result is that B acquires 

relatively weak control over a conditioned response compared to an AB+ only control 

group. Recall that the Rescorla-Wagner model predicts a reduced association between B 

and the US in the blocking treatment due to reduced effectiveness of the US as a reinforcer 

following the A+ training in phase 1. Seved writen (e.g., Mackintosh, 1983) have 

suggested that both B's contiguity and contingency are the same following these two 

treatments, however, this ignores the phase 1 training. If contingency is calculated 

conditional upon the presence of A, then B is a poor or at best ambiguous predictor of the 

US since the U S  is as likely in the presence of B as it is in the absence of B 

[p(lJs(B.,)=p(USln~B.~)] (Waldmann & Holyoak, 1992). Therefore, by choosing a 

specific comparison stimulus (or focal set) it is possible to calculate normatively whether or 

not a CS is a good causal candidate for the US. Blocking may be thus seen as normative 

and hence not a challenge to contingency theory. 

Unlike the concept of the experimental context as described in the conditioning 

literature, a focal set for a CS, like a comparison stimulus (Miller & Schachtman, 1985) or 



a temporal frame (Baker & Mercier .1989), refers more generally to a specific stimulus or 

collection of stimuli that can act as a conditionalizing cue for the calculation of contingency. 

There is a great deal of evidence on context dependent learning in Pavlovian conditioning. 

During conditioning animals are able to keep track of separate experiences with the same 

CS in different physical contexts (Bouton, 1993). Cheng (1997) argues that keeping track 

of and responding on the basis of separated experiences is not a result of multiple 

associations but rather the result of multiple calculations of the conditional contingencies of 

each cause and its effects in different focal sets. Therefore, with respect to conditioning, 

within one focal set a CS may have a positive contingent relationship with a US, but within 

a second focal set a CS may have no relation or even a negative relationship. In logical 

terms, this involves calculating a contingency conditional upon the presence of a second cue 

or set of cues (Cheng & Novick. 1992). 

As an example of how this idea works in human reasoning. consider how the 

importance of the conditionalizing context can greatly influence the attribution of the causal 

status of smoking as a cause of lung cancer. In general the overall, unconditional 

contingency in the general population between smoking and lung cancer has some positive 

value since the likelihood of smokers developing lung cancer is greater than that for non- 

smokers. in probabilistic terms the probability of lung cancer is greater in the sample of 

smokers (p(1ung cancer~smokers)>(p(Iung cancerlnon smokers). However, one could 

consider the causal status of smoking conditional upon the presence or absence of other 

possible causal factors. For example, in a sample of chemical factory workers exposed to a 

chemical which when inhaled induces lung cancer, smoking may have little or minimal 

causal influence (p(1ung cance~sm~king.~~~~~~~)=(p(~ung cancerlNo 

because the chemical is a stronger causal factor. In spite of a moderate unconditional 

relationship with cancer in the general population, smoking may seem irrelevant as a cause 

for the factory workers. Depending upon the set of cues upon which you conditionalize 



your calculations, estimates of the causal contingency between two variables can vary 

greatly (Shanks. 1995). 

It is possible that during conditioning a similar causal induction computation occurs. 

In fact Cheng (1997)has referred to this possibility although there have been no tests of this 

theory with animals other than humans. Organisms may 'decide' which CS is the best 

predictor within different possible focal sets. By calculating contingencies in this way the 

animal "reasoner" may be able to make more precise estimates of causal effectiveness by 

eliminating redundant or irrelevant causes. It provides a fmework for considering 

contextually mediated leaming within causal learning. 

In summary, an account of selective associations which uses a comparison of 

conditional contingencies, like that found in the causal induction literature. predicts that CSs 

should be ascribed different causal status on the basis of their relative relationships to the 

US. This idea predicts some of the selective association effects such as blocking (Cheng & 

Holyoak. 1995; Waldmann & Holyoak, 1992; Shanks, 1995). 

Although no experiments have been conducted to test this theory directly then is 

some evidence that might be consistent with this hypothesis. Some experiments have been 

conducted which indicate that animals may be sensitive to relative relationships. Like 

Rescorla's work on contingency learning with a single CS, Wagner, Logan, Haberlandt & 

Rice (1%8) describe a simple but elegant design for contrasting the effects of CS-US 

contiguity and CS-US predictiveness with multiple CSs. They showed that when exposed 

to multiple stimuli signalling the occurrence of a US, animals learned to respond to a 

stimulus on the basis of its relative validity as a signal for the US. Table 2 presents the 

design of Wagner et al.3 experiments. Animals were trained with two compound cues 

(AX, BX) each comprising a unique element (A or B) and a common element (X).  In the 

True-Discrimination (TD) group one compound (AX) was always paired with the US and 

another (BX) was never paired with the US (AX*, BX'). In the Pseudo-Discrimination 



Table 2.Trial types and frequencies for the two compounds in the design o f  Wagner, 

Logan, Haberlandt and Price's (1968) experiment on relative validity . The conditional 

probabilities for the occurrence of the reinforcement (US) are those needed to calculate the 

Ap contingency. 





(PD) group half of the trials involving each compound were paired with the US (AX+/-. 

BX+'-). The common element X was paired with the US on 50% of the trials in both 

groups and thus, in isolation, was equally informative. In Wagner's terminology it was 

equally valid as a predictor of the US. Wagner et al. (1968) use validity to mean the 

likelihood that the CS will be paired with the US [p(US(CS)=OS]. During an extinction test 

in which X was presented alone, the response elicited by X was much weaker in group TD 

than in the PD group. They reported this effect using an appetitive instrumental 

conditioning procedure with rats (Experiment 1) and using aversive Pavlovian conditioning 

procedures with rats and rabbits (Experiment 2 & 3 respectively). Subsequent research has 

replicated the effect using an appetitive Pavlovian conditioning procedure with rats (Murphy 

& Baker, 1996) and pigeons (Udell & Rescorla, 1979, Wasserman, 1974), using a 

conditioned taste aversion procedure (Luongo. 1976) and using a conditioned lick 

suppression paradigm with rats (Cole, Bamet and Miller, 1995; Cole, Denniston & Miller, 

19%; Cole, Gunther and Miller. 1997). Recently a similar result has been reported in the 

human casual reasoning (Van Hamme & Wasserrnan, 1994). 

One possible interpretation of these findings, that would be consistent with Cheng's 

probabilistic contrast approach is that the cue with the strongest positive contingency elicits 

a conditioned response in these treatments because it has the strongest relative conditional 

contingency. In the True-Discrimination treatment, A signals all of the US presentations. It 

is a perfect predictor while X is only a moderately accurate signal. In contrast, in the 

Pseudo-Discrimination group, A and B are uncorrelated with the US while X is still 

moderately correlated. While this &sip demonstrates that the absolute validity of a 

stimulus does not in of itself determine the strength of a conditioned response, it does 

suggest that animals might be able to learn about the relative validities of cues. 

Unfortunately, then were never any trials in the absence of X and therefore the exact 

contingency of X was undefined in these experiments. One of the goals of this thesis is to 



develop a preparation that would allow presentation of multiple CSs each having a defined 

CS contingency. Regardless of the deficiency in Wagner et d.'s design, the experiment 

does raise the possibility that conditioning involves assessment of individual CS-US 

contingencies. Unfortunately, little experimental work has tested this position properly and 

therefore the whole question of contingency learning remains unanswered. 

In summary, conditioning can be described at multiple levels of analysis. The CS- 

US contingency is a convenient description of the operational relationship guiding 

conditioned responding in Rescorla's experiments. It may also be an emergent phenomenon 

of a simple associative process reflecting a specialised adaptive neural function which deals 

with relative frequencies of discrete variables. The three theoretical approaches described 

provide a framework from which to consider contingency sensitivity. All three stress the 

notion that unsignaled US presentations should increase either the actual association 

between context and US (Rescorla & Wagner, 1972; Miller & Schachtman, 1985) or the 

relative causal role of all cues including the conditionalizing contexts (Cheng & Holyoak, 

1995). In the single CS case it is interesting to note that they all agree that Rescorla's rats 

exposed to a CS-US contingency will behave in a manner which is virtually 

indistinguishable from that predicted on the basis of a normative calculation of Ap. They 

differ to the extent that they involve either a greater computational load (Cheng & Holyoak) 

or involve idiosyncratic rules of association formation (Wagner, 198 1). Contingency 

learning is considered an important ability for the survival of all organisms and it is 

intensting to understand the psychological mechanisms behind it. Recently however, 

Papini & Bitterman (1990) have written a powerful critique of the role of contingency in 

Pavlovian conditioning in a flagship journal in the field of psychology, Psychological 

Review. 

Challenges to Contingency Theory 

Papini & Bitterman (1990) discourage the use of contingency as an explanation of 



conditioning. They suggest that many of the findings which purport to demonstrate 

contingency learning are rnisnpresentations of a larger conditioning literature inconsistent 

with a contingency analysis. If conditioning is determined by establishing a CS-US 

contingency they argue, it follows that a CS-US contingency should be both necessary and 

sufficient for establishing a conditioned response. Papini and Bitterman cite a number of 

experiments which seem to violate these logical conditions. As a consequence they call for 

the abandonment of Ap and other contingency metrics for both computational or algorithmic 

descriptions of conditioning. 

Before considering their evidence there are a number of reasons why their argument 

may not be valid a priori. The first is that they suggest that only one factor can be 

responsible for conditioned behaviour. This, in of itself, is an empirical question and not a 

logical necessity. One can easily provide support for the idea that multiple factors may 

facilitate or hinder the development of a conditioned response that emerges following CS- 

US contingency training. For example, there is evidence with both Pavlovian and 

Instrumental conditioning that relations between some stimuli and USs or response 

reinforcers are easier to learn than others (Breland & Breland, 1965; Garcia & Koelling, 

1966; Sevenster, 1973). Sevenster describes how the male stickleback biting response is 

associated with fighting. Biting can be reinforced with access to a male opponent, but not 

by access to a sexually active female. Sevenster argues that the stimulus and reward must 

be motivationally compatible for an association to form. Similar findings have been 

reported in simple Pavlovian conditioning preparations (e.g., Rizley & Rescorla, 1972). 

Using a Pavlovian taste aversion preparation, Garcia & Koelling demonstrated that illness 

and flavour are more readily associated than are illness with visual or auditory stimuli. This 

has been interpreted as consistent with the idea of an initial bias for certain associations, a 

biological preparedness for learning. Therefore, this factor may mediate the strength of the 

conditioned response independent of changes to CS-US contingency. These findings do 



not exclu& the possibility that Pavlovian conditioning involves sensitivity to CS-US 

contingency. 

A second objection to their argument is whether the experimental evidence they 

report actually unambiguously falls on either side of the contingency debate. The bulk of 

their evidence is derived from studies in which experimenters claim to have programmed a 

zero CS-US contingency but still find evidence for excitatory conditioning to the CS (e.g., 

Benedict & Ayres, 1972; Kremer, 197 1 ; Quinsey, 197 1). The second part of their 

challenge describes experiments that test whether CS-US contingency is sufficient for a 

conditioned response. In these studies researchers have programmed positive CS-US 

contingencies and shown that the individual unconditional CS-US contingency does not 

seem to determine the strength of the conditioned responding (Jenkins & Shattuck, 198 1; 

Kamin, 1969; Wagner, Logan, Haberlandt & Price, 1968). I will deal with these two 

challenges in turn and describe the development of a novel preparation for studying 

contingency learning. 

Necessity 

Papini & Bitterman (1990) argue that if a CS-US contingency is necessary for 

conditioning then random or uncomlated training, in which the CS does not signal a 

change in the likelihood of US delivery from that experienced in the absence of the CS, 

should be unable to support a conditioned response. Rescorla's (1968) experiments 

showed that equating the likelihood of US delivery in the presence and absence of the CS 

interfered with conditioned responding. Subsequent studies have also found this result 

(Ayres, Benedict & Witcher, 1975; Benedict & Ayres, 1972; Keller, Ayres & Mahoney, 

1977; Kremer, 197 I). The question then is whether this reduced responding can be 

interpreted as a response generated by learning the zero contingency. One might predict that 

the zero contingency should produce zero behaviour, however this is again an empirical 

question. Zero contingency training appears to be more likely to result in excitatory 



conditioning with relatively few training trials particularly if this training starts off with 

relatively more 'random' pairings of the CS and US (Benedict & Ayres). This suggests that 

at least part of the response generated by the zero contingency is the result of a possibly 

misperceived positive contingency by the animal subjects. It also points to a significant 

problem with this research. The &sign of these experiments requires accepting the 

hypothesis that the actual contingency perceived by the animals is the same as the zero 

contingency operationalized by the experimenter. 

That there is room for ambiguity in many conventional preparations is highlighted 

by an ex~mple. If a rat receives 10 shocks during 20 one minute Tone presentations and 10 

shocks during 20 one-minute inter-trial-intervals (m) it might be argued that the likelihood 

of receiving a shock during the tone is equal to the likelihood of shock during the tTI. This 

type of assumption is behind many of the experimental procedures which have sought to 

test animals' sensitivity to CS-US contingency (ex.. Rescorla. 1968; Hallam, Grahame & 

Miller, 1992). However, if we try to map our normative Ap metric on to these experimental 

preparations it is not entirely clear what CS-US contingency the rats are being exposed to. 

The frequencies of occurrence of the CS, and ITI are ambiguous and involve specific 

assumptions about how to partition experiences which are extended in time. If time is 

partitioned into units which are similar to the one minute time intervals of the Tone then the 

relationship between the Tone and shock in the chamber might be zero since the 

p(USITone)= lO/2O=OS, p(US1-Tone)= 10/20=0.5 and thus Ap=O.S-0.54. However, even 

if one accepts that animals treat one minute of CS time and one minute of lTI time 

equivalently, and this assumption is required for this calculation to k an accurate reflection 

of the relationship perceived by the subjects, animals are not permitted to include any other 

'no CS' experience without changing the perceived contingency. Animals might include 

other experience in their estimation of this fnquency. For example, they may include time 

in their home cage. If so, then the animals' 'estimate' of the likelihood of the shock in the 



absence of the tone would necessarily decrease, and the perceived contingency between CS 

and US would increase. For example, if 10 minutes of a rat's life outside the chamber is 

included then the resulting contingency between CS and US will necessarily increase 

[p(USlnoCS)=10/30=.33 and AWS-.33=.17]. Therefore, simply changing the events 

which might be recruited convects a putative zero contingency into a positive contingency. 

This positive contingency might be sufficient to generate the excitatory conditioned 

response found following supposed zero CS-US contingency exposure. Similar accounts 

of excitatory conditioning following zero contingency training have been proposed by 

Quinsey (197 1) and others (Baker, 1977; Baker, Murphy & Vallde-Tourangeau, 1996). 

For this account to be plausible it must be shown that the conditioned response is 

influenced by events occurring outside the conditioning chamber or at least outside of the 

conditioning sessions. As partial support for this idea it is common practice for 

experimenters to expose animal subjects to the conditioning chamber in the absence of the 

CS or the US or both before any actual experimental training begins. Habituation sessions 

prior to conditioning training reduce unconditioned responses to the context, a similar 

exposure is often used with CSs. Animal subjects are routinely trained to retrieve food 

pellets from food hoppcrs prior to CS training (magazine training) or habituate to novel 

contexts before training with shock (e.g., Miller, Hallam, Hong & Dufore. 1991). Any of 

these treatments might be expected to change the CS-US contingency, but more importantly 

demonstrate the extent to which transfer of experience has been accepted as being effective 

for modifying conditioned responding. 

Baker (1977) showed how context experience outside of the CS training exposure 

might influence the strength of CR to that CS. He showed using the conditioned emotional 

response procedure that the level of suppression of lever pressing to a CS was determined 

not only by experiences with that CS in the conditioning chamber but also by other 

experience with shock received during other sessions in the absence of the CS. Baker 



eained rats with either a negative or zero contingency between a noise CS and shock. The 

negative contingency group never received the CS and US in the same session. Only by 

combining experience from the two sessions could the CS be interpreted as an inhibitor. 

The results were consistent with the interpretation that the CS had become an inhibitor for 

US occurrence. Miller and his colleagues have also conducted experiments designed to 

show that the strength of a conditioned response to a CS can be increased simply by post- 

training extinction of the contextual cues (Miller & Shactman, 1985; Miller, Barnet & 

Grahame, 1995).Thus it is quite possible and, in fact, likely that some programmed zero 

CS-US contingencies are perceived as positive because of the influence of experience 

outside of the CS-US training. Any experiment designed to demonstrate learning about CS- 

US contingencies requires control of both CS presence and importantly CS absence. One of 

the primary goals of the experiments described in this thesis was to develop a preparation 

that permitted a less ambiguous interpretation of the CS-US contingency, by defining CS 

absence 

Papini and Bitterman's (1990) also assume that zero contingency training should 

produce no change in behaviour. A zero contingency may or may not result in a change in 

responding and whether it does is an empirical question. From the perspective of 

contingency theory there is no reason why a zero contingency should be behaviourdly 

silent. One can easily argue that knowing hat two events are uncomlated is not the same as 

knowing nothing about their relationship. It is sufficient to show that negative, zero and 

positive contingencies produce ordinally different conditioned response strengths to claim 

that animals are sensitive to contingencies. Therefore even though an experimenter may find 

excitatory conditioning following zeta contingency training, as iong as the response is 

stronger than that produced by a negative contingency and weaker than that produced by an 

excitatory contingency then the animals could be argued to be sensitive to changes in CS- 

US contingency.The question of zero responding may have important implications for 



interpreting conditioning findings. For example, excitatory conditioning following zero 

contingency training may rule it out as a proper control procedure for tests of associative 

leming (Rescorla, 1967) however, it does not rule out the idea that animals are learning 

CS-US contingencies. 

A number of other possible factors may be responsible for changes in behaviour 

other than CS-US contingency following CS-US training. Simple experience with any of 

the CS, US or context regardless of any relationships between the events could be 

responsible for eliciting unconditioned changes in behaviour to the CS. Zero contingency 

CS-US training may also increase the associative status of the context but the CS may act as 

an appropriate substrate for responding controlled by context-US associations (e.g.. 

Gewirtz, Brandon & Wagner, 1998). Alternative1 y , animals may acquire context-US 

associations and second order CS-context associations. Either of these types of association 

may facilitate CS elicited responses via the context. Any of these possibilities might be 

expected to produce some level of behaviour, but none of them rule out animal sensitivity to 

Ap contingencies. The argument that zero CS-US contingency training should leave an 

animal in a state as if it had never been exposed to either event (i.e., as if it has zero 

knowledge about the two events) is of relevance to some associative theories (ie., Rescorla 

& Wagner, 1972) but this is not a litmus test for contingency theory. 

Testing whether it is the contingency which controls the conditioned response might 

be facilitated by using a more explicitly programmed CS-US relationship. This test might 

have the d e s i ~ d  effect of reducing the possibility that the conditioned response emitted by 

the animal will be controlled by various experiences beyond direct experimental control. 

One way of doing this might be to programme the CS-US contingency relative to a second 

CS rather than defining it relative to the temporally extended static contextual cues. The 

contextual cues are normally considered to be everything in the chamber except the CS and 

US and, in the previous examples, may include other life experience. Choosing a 



comparable trial context CS may bring the contingency under better experimental control. 

The experiments described in this thesis all define CS-US contingencies by using a discrete 

CS in the role of the trial context. 

Sufficiency 

In addition to the criticism outlined above, Papini and Bitterman (1990) pointed out 

that there are many examples in which a programmed positive CS-US contingency is 

clearly an insufficient criterion for the formation of a conditioned response (see also 

Mackintosh, 1983 pp. 182). One category of experiment consistent with this claim comes 

fiom the selective association experiments. In some cases more valid predictors are able to 

reduce the strength of the response generated by relatively less valid CSs (Karnin, L969; 

Rescorla, 1972: Wagner, 1969; Wagner, Logan, Haberlandt & Rice, 1968) or contextual 

cues (Murphy, McDonald & Baker, 1998). In these experiments CS-US contingency alone 

does not predict whether a CS acquires a conditioned response, however many selective 

association experiments might be consistent with a contingency analysis if it is assumed that 

animals are sensitive to the relative contingencies and therefore sometimes fail to learn CS- 

US contingencies when training includes more contingent predictors. 

If one assumes that selective associations reflect sensitivity to relative CS-US 

contingencies as described by Cheng (1997), then these effects are not failures of a 

contingency analysis but are rather consistent with this analysis. Tie previous discussion of 

Cheng & Holyoak's normative model assumes that assessing relative validity is a nonnative 

solution for discovering the true cause of an event. If it could be demonstrated that during 

selective association experiments animals were responding to stimuli as if they were 

learning to respond to the most contingent CS then selective association data would provide 

support for the general contingency sensitivity hypothesis. 

A related set of findings which also call into question the sufficiency of contingency 

to account for conditioned behaviour, involves only a single discrete cue. Jenkins and 



Shattuck (1981) demonstrated that conditioning to a CS can be attenuated by increasing the 

amount of CS-US experience (see also Jenkins & Lambos, 1983; Jenkins. Barnes & 

Barrera, 1981; Rescorla, 1968; Quinsey, 197 1). Adding extra shock (US) presentations 

during the inter-trial-intervai degraded the conditioned response controlled by a CS which 

was paired with shock. However, this reduction occurred both with unsignaled USs and 

with USs which were signalled by the same CS. In this treatment the increased CS-US 

pairings should not have resulted in a decrease in CS-US contingency. However, like 

Kamin's blocking procedure, increasing the US density or base rate does increase the 

relative contiguity and contingency of the contextual cues. It is possible that the relative 

validity of the context can mediate the strength of the conditioned response to the CS 

(Durlach, 1989a; Goddard & Jenkins, 1987). There is good empirical evidence that this 

effect might be a function of increased associative competition from the contextual cues 

(Baker, Singh & Bindra, 1985; Tomie, 1976). If it could be demonstrated that the increased 

validity of the contextual cues could reduce responding to a CS then these findings would 

be supportive of the relative contingency hypothesis. 

Both responses to Papini & Bitterman (1990) that I have described involve a 

common underlying issue, namely that the contextual cues play a crucial role in mediating 

the conditioned response to a CS. Any test of whether CS-US contingency is important for 

determining the smngth of a CR may require simultaneous assessment of the conditioned 

responses elicited by the CS and the context. The method proposed here to accomplish this 

involves using a discrete cue in the role of the trial context. 

Rationale for the Present Experiments 

A standard solution for designing an experiment that presents different CS-US 

contingencies and tests an animal's sensitivity to them has been to vary the rates of 

reinforcement per unit of time in the presence and absence of a CS and interpret this ratio as 

the ratio of frequencies required for Ap calculations (ex., Miller, Hallam & Giahame, 1990; 



Rescorla, 1968). For example, in Figure 2 the standard procedure for defining a CS-US 

contingency is shown. In the first time line, four ten second CS presentations are randomly 

programmed to occur, two are paired with a US and two are not. The likelihood of the US 

during the CS is .5. There are also 2 US presentations in the absence of the CS. For these 

purposes the standard assumption is that animal subjects have both a timing and counting 

device (e.g., Gallistel, 1990) that accumulate the number of US experiences per unit of time 

during both pmsence and absence of the US. The actual time unit the animal might employ 

is unknown but, as long as the animal uses the same unit in different positive and zero 

contingency treatments during both CS and no CS experience, the different programmed 

contingencies should still be discriminable. Assume that the animal divides the ITI into bins 

that are equivalent in length to the CS (10 seconds). Using this method two of the context 

bins are paired with the US (labelled C) and LO of the bins are not paired with the US 

(labelled D). Calculating the contingency this way the CS is predicted to be a moderately 

positive predictor of the US. 

Another method of programming a CS-US contingency that might avoid any 

potential problems might be to reevaluate how the CS and the context cues are presented. If 

the trial context was a discrete cue of the same duration as the CS, then the likelihood that 

the absence of the CS would include other events might be reduced. Consider the second 

time line shown in Figure 2. In addition to the standard CSI and US presentation a second 

CS, represents the trial context and is always presented in conjunction with CS, and in 

addition, CS2 sometimes occurs in the absence of the CS,. While CSl's contingency 

relative to the background contextual cues is the same as it was in the first example, its 

contingency with the US relative to cue CS2 is much reduced because there are fewer no 

CS, -noUS events. Furthennore because CS2 serves to mark the no CS, experience, it 

might be more salient and therefore easier to learn about and less likely to be combined with 

other experience. 



Figure 2. The standard and proposed method of calculating CS-US contingency in 

Pavlovian conditioning. The standard (Top) assumes that noCS experience comes from 

subdividing time in the context into the four types of events that describe the contingency 

table (A,B,C,D). The proposed method (Bottom) involves using a discrete trial context (X) 

stimulus to define the no CS experience. 
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The experiments in this thesis use this method of evaluating the contingency 

learning hypothesis. CS-US contingency sensitivity was evaluated by training rats with 

either positive, negative or zero contingency CS-US relationships. The CS was always 10 

seconds in length and it was paired with a second trial marker CS. This Trial Context was 

always presented for the same duration as the CS. Therefore, this design involves CS and 

US contingencies defined relative to a second CS. 

In addition to a possibly less ambiguous contingency, an important feature of this 

design is that it allows direct and sensitive measure of conditioned responses acquired by 

the trial context. The interpretation of Rescorla's (1968) contingency experiments hinges on 

the assumption that the contextual cues did not acquire strong control over conditioned 

freezing (Papini & Bitterman, 1990). Decreasing CS-US contingency may not have 

reduced the CR to the CS as Rescorla proposed. Rather. the increases in shock frequency 

in the absence of the CS may have simply served to increase the associative strength and 

conditioned behaviour controlled by the context (i.e., freezing; see also section 1.4.2 on 

comparator theories, Papini & Bitterman). If this was the case then the suppression ratio 

used as the measure of conditioning may simply reflect changes in conditioning during the 

pre-CS interval, not changes in conditioning to the CS (see also Hunvitz & Davis, 1983 for 

a discussion of the problem with relative measures of conditioning). According to this 

analysis it is not clear whether reducing CS-US contingency by increasing the p(US(noCS) 

simply increases the response suppression of the context or actually increases lever 

pressing to the CS. 

In his defense, the tests of conditioning in Rescorla's experiments were done after 

two sessions desiped to extinguish fear of the contextual cues. Any subsequent measures 

of responding to the CS assume that the contextual cues were sufficiently extinguished. 

However, if the context was not extinguished and differences in contextual conditioning 

produced by the training wen maintained, then the suppression ratios would be difficult to 



interpret. There is data to suggest that Rescorla's extinction procedure may not have been 

sufficient to extinguish the context because extinction itself is context specific. Extinction of 

a CS in one context usually does not transfer to a second context (Bouton & Bolles, 1979). 

In Rescorla's contingency experiments the context may not simply be the set of static spatial 

cues in the conditioning chamber. There is research to show that other cues including the 

presence of the CS may serve as part of the general training context (Hail, 199 1; Bonardi & 

Hall, 1996). In Rescorla's experiment it is possible that the response generated by the cues 

of the conditioning chamber may have become conditional upon the presence of the CS. In 

other words. extinction itself may have been context specific and the presence of the 

CS(even the US may serve as a conditioning context) defined the learning context and this 

context was different during the extinction sessions than during training in Rescorla's 

experiments. One way to avoid these problems is to measure any contextual conditioning 

directly during training. The present experiments were designed to measure both 

conditioned Rsponses to the CS and the trial context against which the CS-US contingency 

was defined. 

Predictions for Contextual conditioning 

In addition to testing whether Pavlovian conditioning involves learning about the 

CS-US contingency as defined by Ap, these experiments test predictions of associative 

theories. Most associative theories of conditioning prcdict that as the contingency between 

CS and US is diminished and the strength of the conditioned response generated by the CS 

decreases there should be a complementary increase in the conditioned response controlled 

by the context. Odling-Smee (1975a, 1975b) found evidence for increasing contextual 

conditioning following deceases in CS-US contingency. He showed using an aversive 

conditioning procedure with rats that an avoidance response to shock was controlled by the 

cues of the experimental context. Furthermore, this control increased as the contingency 

between a discrete tone CS and the shock decreased, 



Then is other evidence consistent with this reciprocal conditioning prediction. One 

experiment using the logic of Kamin's blocking procedure demonstrated that unsignaled 

US preexposure can block acquisition of a conditioned response by discrete CSs (Tomie, 

1976). Tomie argued that the unsignaled US presentations increased the associative value 

of the context which interfered with acquisition of associative strength by the CS. 

Consistent with the blocking interpretation of the interference. signalling the US 

preexposure with n second CS which should reduce contextual conditioning, reduces the 

interference effect. Baker, Mercier. Gakl  and Baker (198 1) demonstrated this finding in 

series of conditioned emotional response experiments with rats (although they also found 

evidence that contradicted the context conditioning hypothesis). Other experiments have 

also used this logic and demonstrated that reducing contextual conditioning can enhance CS 

conditioning. Extinguishing the contextual cues (Dweck & Wagner. 1970). preexposing the 

context (Wagner), signalling the ITI USs with a second CS (Durlach, 1983, 1989a; 

Goddard & Jenkins, 1987) all reduce the apparent attenuation in CS conditioning. 

However, rather than indirectly demonstrating the potentially disruptive influence of 

contextual cues on conditioning by reducing the influence of the context with various 

training manipulations, the present design can directly assess contextual conditioning as a 

function of changes in CS contingency. There have been other attempts to directly measure 

contextual conditioning during changes to CS contingency. Like the assumptions used in 

the standard definition of CS-US contingency they have used contextual cues which were 

of longer duration than the CS (Baker, Singh & Bindra, 1985; Tanner, Rawlins and 

Mellanby, 1987) with mixed results. While Baker et al. found some evidence for reciprocal 

conditioning between CS and context, Tanner et a1 found evidence of reciprocal 

conditioning but only limited sensitivity to different partial reinforcement schedules 

(p(US(CS) and no evidence of sensitivity to CS-US contingency as defined by Ap. Neither 

experiment systematically examined the role of reciprocal conditioning during contingency 



training. 

Single CS Contingency Learning Experiments 

Experiment 1 

The first experiment described here was designed to compare the conditioned 

response to a CS (A) with either a positive or zero contingency with the US using a 

procedure which defined the CS's contingency relative to a trial context (X).The likelihood 

of US delivery in the presence of A on AX trials, and in the absence of A, during X trials 

was varied. The discrimination between AX and X has much in common with a number of 

experiments which have studied feature positive and feature negative discriminations 

(e.g.Holland. 1992; Wilson & Pearce, 1989). In these experiments a feature stimulus (A) 

is sometimes paired with a second stimulus (X). AX signals something different from X 

by itself. For example, in a feature positive discrimination (AX+,X-) the feature. A, 

signals the delivery of the US and X, the absence of the US. Animals will readily learn to 

respond in the presence of A but withhold responding in the presence of X. In contrast, 

during a feature negative discrimination (AX-, X+), the feature signals the absence of US 

delivery. Animals learn to respond on X trials but not on AX trials, and A usually 

becomes an inhibitor. 

From the perspective of contingency theory, feature positive and feature negative 

discriminations can be thought of as two boundary conditions in which A is either perfectly 

positively correlated with the US or perfectly negatively correlated. In the feature positive 

discrimination the A-US contingency is perfectly positive since A perfectly signals the 

pnsence of the US [p(US(A=l and p(US(-A)=O ApA=l]. In the feature negative case the 

A-US contingency relative to X is -1 as the probability of reinforcement in the presence of 

A is 0 and in the absence of A is 1 (0-l=-1). The finding of excitatory conditioning in the 

first instance and inhibitory conditioning of A in the latter is consistent with the contingency 

hypothesis. There are a number of other possible interpretations. Rather than assuming that 



animals calculate Ap, these results are also consistent with the hypothesis that learning is 

dependent upon sensitivity to CS-US contiguity. It is impossible with this design to 

differentiate these two alternatives. The experiments in this dissertation attempt to identify 

whether contingency or contiguity alone can account for the stnngth of the CR in this type 

of discrimination procedure. Experiments 1 and 2 compare the strength of the conditioned 

response to a light CS (A) when it was trained with either an imperfect moderate ps i  tive 

contingency (ApA=.50) or a zero contingency (ApA=O) with the US. In order to control for 

differences in contiguity unrelated to differences in contingency three different US density 

treatments were included. 

The two contingency conditions were crossed with three levels of US density. The 

three density levels were chosen to control for differences in CS-US pairings and US 

density (Gibbon, Locurto & Terrace, 1975). One possibility is that conditioned responding 

is controlled by the number of CS-US pairings and so two of the positive contingency 

groups have the same number of CS-US pairings as two zero contingency groups. 

Alternatively, Jenkins & Shattuck (1981) have suggested that increasing US experience 

independent of changes in CS-US contingency can reduce the strength of the conditioned 

response. In order to control for US exposure in the present experiment three groups were 

given positive contingency (APA=.50) training with different levels of US density N g h ,  

Medium and Low US density; H.5, M.5, L.5). 

Table 3 shows how the contingencies were defined for the 6 treatments. For 

example, in the H.5 group all the AX trials were paired with the US and 50% of the X 

trials were paired with the US. The overall ApA contingency was 0.50 because p(US1AX)- 

p(USIX)=l-0.50=0.50 and the average probability of the US or US density [p(US)], was 

.75. The moderate density treatment M.5 received the same contingency, but received 

fewer A-US pairings and fewer US overall. Although group MS received the same 

number of AX and X vials only 75% and 25% of the AX and X trials respectively were 



Table 3. Trial types. frequencies. conditional probabilities and Ap contingency calculation 

for cue A in Experiment 1. The six treatments cross three levels of US density (High. 

Medium and Low) with two levels of ApA contingency (SO and 0). 



I Positive Contingency (Ap=S) I Zero Contingency(Ap=O) 



paired the US. Again ApA is still 0.50 (0.75-0.25=0.50) but the outcome density was .5. 

For the low density group only 50% AX trials were paired with the US (0.50-0.0=0.50) 

and they received the lowest US probability [p(US)=.ZS]. In contrast three groups were 

given zero contingency training with the same US density levels as in the positive 

contingency treatments (HO, MO. LO). In the high density condition HO, 75% of AX and 

X trials were paired with the US. In the moderate density condition MO, this was reduced 

to 50% and in the low density LO it was only 25%. In spite of these US density differences 

each group had a zero contingency between A and the US. 

In terms of control groups the level of responding in group H.5 can be compared 

with HO to compare the effects of US presentations since they received the same number of 

US presentations (i.e., US density). M.5 has both a CS-US pairing control (i.e.. HO) and 

an overall density control (i.e., MO) that received the same overall level of US exposure. 

Finally, group L.5 also has both a CS-US pairing control (MO) and an overall US density 

control (LO). 

In summary, if the A-US contingency determines the strength of a conditioned 

response, then all three positive contingency groups should demonstrate strong conditioned 

responding to cue A while zero contingency training should favour conditioning of X. 

However, if the decrease in the conditioned response to A is a result of increased 

experience with the US. or differences in A-US pairings, conditioning to A will be a 

function of US density or A-US pairing. If the ApA contingency controls conditioned 

responding then A should control a stronger response in all three positive contingency 

groups with Little difference between them. In contrast, the context X was equally valid in 

each pair of High, Medium and Low density conditions with its contingency increasing 

with increases in US density. These predictions were tested by assessing the conditioned 

response elicited by the nominal CS (A) and the trial context (X). The actual stimuli used in 

the roles of A and X were chosen for their ability to elicit different conditioned responses. 



In this experiment, A was always a light that when conditioned, elicited tray entry 

behaviour (Kaye & Pearce, l984), while X was the entrance of a retractable lever that 

elicited lever pressing as a CR (Peterson, Ackil, Fromrner & Hearst. 1972). Changes in 

either of these two behaviorus were predicted to match changes in the CS-US contingency. 

Theories of classical conditioning generally predict that p s i  tive contingency A-US 

training should produce a stronger conditioned response to A than zero contingency 

training. Associative theories differ with respect to how the effect of US density is 

predicted to influence this sensitivity. They also differ in their predictions in contextual 

conditioning. The normative contingency account described by Cheng (1997) predicts that 

as US density increases, the response generated by X in general will increase because 

responding to X will be determined by the ~(usIX)~. An animal that was sensitive to the 

conditional contingencies between A, X and the US might be expected to show more 

conditioned responding to X simply as the likelihood of the US being delivered on an X 

trial increased. 

An associative model also predicts this pattern (Rescorla-Wagner, 1972) Because of 

its mathematical formalization, the Rescorla-Wagner model (RWM) can be used to generate 

very specific predictions about the relative associative strengths of the six groups in 

Experiment 1. Simulations of the six treatments in Experiment 1 are shown in Figure 3. 

The formula for updating associative strength (Equation 2) was used to calculate the 

predicted associative values of the two cues A and X following the relative frequency of 

trial types used in this experiment (see Table 3). The choice of values for the fkee 

parameters effecting the rate and level of learning were those recommended by Rescoria 

5 Cheng's(l997) Power PC theory also predicts that changes in US density will influence the 
perceived causal strength of  A independent of any change in Ap. She proposes that contingency is a 
function of  both an assessment o f  Ap and an estimate of causal power (see Vdk-Tourangem, Murphy, 
Drew & Baker, 1998 for a failure to confirm the theory in human contingency judgements). For the present 
discussion, I do not refer to causal power. 



Figure 3. Predictions of the cumulative final associative strength for cues A and the trial 

context X in Experiment I using the Rescorla-Wagner ( 1972) model. Cue A was presented 

with either a positive or zero CS-US contingency at each of three US density levels (High. 

Medium and Low). Density refers to the overall probability that the US would be delivered 

on one of the 64 trials [p(US)=.75. 50 and .25 respectively J. 
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-Wagner (1972, p. 88). The parameter coding for the salience or learning rate for the two 

stimuli was set equal (aA=v.5) .  The asymptotic value (A) for US trials and nonUS trials 

was 1 and 0 respectively. Following convention described by Rescorla and Wagner, the 

parameter associated with reinforcement was set at twice that associated with 

nonreinforcement (f!,=.l, Bo=.05). All simulations involved 5 epochs of 500 trials. The 

average final predicted associative strengths for A and X in the six treatments are shown in 

the two panels of Figure 3. 

The general pattern of predictions for cue A matches those derived from the 

normative measure of contingency Ap. The associative strength of A in each of the positive 

contingency groups is higher than in the zero contingency p u p s .  The model also predicts 

that the context cue X should acquire more associative strength when A has a zero 

contingency with the US. This increase occurs since A is less able to retain its associative 

strength following zero contingency training because there are relatively more trials in 

which A is extinguished allowing X to gain associative strength. In addition, unlike the 

normative Ap predictions, RWM predicts that the strength acquired by X and A will also be 

sensitive to the US density. However, the effect of US density is the opposite on the two 

cues, X should acquire more associative strength with increases in US density, A should 

acquire less association with increases in US density. For comparison, Peace's (1987) 

model predicts that US density should have the same effect on both A and X. His model 

predicts that increases in US density should increase the associative strength to both A and 

X.  

In summary, an associative model of conditioning (i.e., Rescorla & Wagner, 1972) 

predicts that cues will acquire associative strength on the basis of their relative validity as 

predicton of the US. This prediction is also consistent with general predictions derived 

from a normative estimate of the one-way contingency between two binary events, Ap 

(Allan, 1980). 



Met hod 

Subjects: Thirty six naive male Wistar rats were obtained from a local breeder (Charles 

River, Lacolle QC). They weighed between 275-300 g and were reduced to 80% of their 

fne feeding body weight and maintained at this weight for the duration of the experiment. 

They were housed individually in wire cages in a room lit on a 12 hour light42 dark cycle. 

Apparatus: The six experiments described in this thesis used the same six standard sound 

and light attenuating conditioning chambers. 24 (H) x 22 (L) x 19 (W) cm (Campden 

Instruments). The opening to a food tray was located in the middle of one wall of the 

chamber, flush with the wall and covered by a 5.5 x 6.0 cm perspex flap. The animals 

could retrieve 45 mg food pellets (Noyes, Formula A) by pushing the flap approximately 

20-40 degrees from the venical exposing the food tray. A standard Campden Instruments 

retractable lever, which acted as the trial context (X ) ,  was located on the wall to the left of 

the food tray flap. The houselight (G.E. no. i820,28 V. bulb) which acted as the variable 

cue (A) was located in the centre of the ceiling. Background noise level was produced by a 

ventilating fan (75-80 dB). A 286 PC microcomputer (Hewlea Packard) running version 

2.0 of Med-PC (Med associates Ltd.) controlled the events in the chamber and recorded the 

data. 

Procedure: During a single 30 minute session, rats were trained to retrieve food pellets 

from the food tray. The lever was retracted for this session. Single pellets were delivered 

on a variable time 60 second schedule ( range 5 s - 11 5 s). 

The following 7 conditioning sessions consisted of 64 ten second trials presented 

on a variable interval 30 second schedule. The start of each trial was signalled by the entry 

of the retractable Lever (X) into the chamber. On half these trials the Light (A) was paired 

with the Lever for the full 10 second interval. Therefore, there were 32 trials each of the 

Light +Lever (AX) and Lever alone (X) .  All trials ended with the termination of the 

stimuli, coinciding on some trials with the delivery of a single food pellet into the tray. The 



distribution of the US during the two types of eial was different in each of the six 

treatments. Six rats were assigned to each of six treatments which crossed two levels of 

Light-Food contingency (ApA= .SO or 0) with three levels of food density m g h  (H), 

Medium (M) or Low (L)]. The letter designation refers to the density or absolute number of 

food deliveries during the entire session (48,32 or 16 food pellets respectively; 

Density:.75. .SO and .25). In the three positive contingency groups AX trials signalled an 

increased likelihood of food compared with that signalled by X alone. For the three zero 

contingency groups both AX trials and X trials signalled the same likelihood of food. 

Therefore, there was a positive and zero A contingency treatment at each US density. The 

conditional probabilities for the occurrence of food on the AX and X trials for the three 

positive contingency groups were [HS : p(USIAX)=l.O and p(USIXj=.50], [MS: 

p(USIAX)=.75 and p(USIX)=.SS], (L.5: p(USIAX)=.SO and p(USIX)=O]. The conditional 

probabilities for the occumnce of food on the AX and X trials for the three zero 

contingency groups were [HO : p(USIAX)=.75 and p(US(X)=.75], [MO: p(USIAX)=.50 

and p(USIX)=.SO], [LO: p(USIAX)=.25 and p(USIX)=.25]. The exact trial frequencies and 

proportion of trials paired with the US are   ported in Table 3. 

Following training with the US there was a single extinction test session during 

which AX and X were presented according to the same schedule as during training but 

there were no US deliveries. 

Response Measures and Statistical Ana1ysis:One of the dependent variables in this 

experiment was the number of pushes of the flap covering the food tray. In order to 

compare the response generated by the discrete CSs with an appropriate baseline, tray 

entries were recorded both during the CSs and during the 10 second interval immediately 

preceding each trial (Pre-CS). In addition to tray entries, presses of the retractable lever ( X )  

were recorded during the last training session and during the test. Lever pressing was 

observed in spite of the absence of any programmed contingency between lever pressing 



and food delivery. Because lever pressing was correlated with the predictiveness of the 

lever for food, lever presses were assumed to be a Pavlovian conditioned response 

measuring the strength of the Lever-US relation (Peterson, Ackil, Frornmer & Hearst, 

1972). To control the effects of inter-subject variability a natural log transform was 

performed on the data. Statistical analyses was carried out on the data collapsed in two 

session blocks but because there was an uneven number of training sessions, session 1 was 

omitted from the analysis. Unfortunately, lever pressing data was only recorded on the final 

session of training and during the test. All statistical tests in this and in subsequent 

experiments used a .05 rejection level except where stated. Where interactions were reliable 

simple effects were analyzed by single df comparisons using Scheffe's (1953) method to 

control for Type I errors except where indicated. 

Results 

The statistical analyses are consistent with the interpretation that animals were 

sensitive to CS-US contingency. There was an increase in tray entries to A when rats 

received a positive A-US contingency, regardless of the number of A-US pairings or 

overall US density. Consistent with the prediction that the context mediates contingency 

learning, there was more lever pressing to the trial context when rats received a zero A-US 

contingency. In addition to the effect of contingency there was evidence that increases in 

US density increased rate of lever pressing during the trial context. There was additional 

support for the role of the context in mediating sensitivity to A's contingency. The general 

contextual cues of the chamber, like the discrete trial context X, elicited more tray 

khaviour in the zero contingency groups. In the following analysis tray enhies are reported 

first followed by lever pressing. 

Tray Entries 

Pre-CS intervals.The mean natural log tray entry rates during the PreCS interval 

are shown in Figure 4. There appears to have been increased tray behaviour during the pre 



Figure 4. The Mean natural log tray entries per minute during the 10 second Pre-CS 

interval in two session blocks during training and the extinction test in Experiment 1.  Data 

are plotted separately for the three positive A-US contingency treatments (filled symbols) 

and three zero A-US contingency treatments (open symbols). 
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-CS period in the groups receiving zero contingency A-US training, but the statistical 

evidence for this is weak. An overall analysis of variance (ANOVA) of the three factors, A 

Contingency (positive or zero), US density (High, Medium, Low) and training Blocks (l- 

3) found a reliable main effect for blocks [E(2,60)=5.01] and interaction of Blocks andA 

Contingency [F(2,60)=3.16]. The effect of A contingency was not particularly robust. Post 

hoc tests conducted on the data from each block failed to reveal reliable differences. 

AX and X trials. Figure 5 shows the development of tray entries during AX 

trials and X trials as well as a difference between these two periods (AX-X). The 

difference scores are included to show how much A elevated entries above the 

levelsupported by X. The top panel indicates that the mean natural log tray entries during 

AX trials increased over blocks for all three positive contingency groups (H.5, M.5 and 

L.5) but decreased in the three zero contingency groups (HO, MO, LO). An overall 2 x 2 x 

2 x 3 ANOVA of the two trial types (AX and X trials), contingency (Apz.5 or 0), US 

density (H, M, L) and Session Blocks (1 -3) confirmed the observation that rates of tray 

entries were different during the two trial types and that the A-US contingency contributed 

to this diffennce. The main effect for trial type and the trial type by contingency interactions 

were both reliable, [F(1,30)=26.3] and [F(l,30)=37.5]. The three-way vial type by 

contingency by Blocks interaction was also reliable [F(2,60)=7.9 11. 

A separate analysis of rates of entries during AX and X trials supports the claim 

that tray entries on AX trials was sensitive to A's programmed contingency while on X 

trials this was not the case. The analysis of entries on AX trials found celiable main effects 

for A Contingency and the interaction of A Contingency and Blocks [F(1,3O)= 14.1 1 and 

F(2,60)=5.93 ~spectivel y 1. None of the other effects was reliable [maximum F= 1.491. 

Individual comparisons at each block found that the three positive contingency groups 

showed reliably more tray entries than the zero contingency groups only on the third and 

final block of training sessions [F(2,60)=7.64]. 



Fipre 5. Mean natural log tray entries per minute in two session blocks during training 

and the extinction test in Experiment 1 shown separately for AX trials (top panel) and X 

trials (middle panel) as well as the difference scores (AX-X; bottom panel). The three 

positive A-US contingency treatments (filled symbols) and the three zero contingency 

(open symbols) are shown separately. 
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In contrast, the middle panel of Figure 5 shows that all six groups showed similar 

levels of tray behaviour on X trials and a general decline over the three blocks of sessions. 

The analysis supports this assertion. Only the main effect for blocks was reliable 

[F(2,60)=7.65]. 

Difference Scores.1t is possible that any differences in conditioning on A X  trials 

may reflect differences in conditioning to the general contextual cues, to the trial context X 

rather than differences in conditioning to A. One way to compensate for any differences in 

base tine rates of tray entries is to remove the contribution that all the cues except A make to 

the response on A X  trials by subtracting responding on X trials from responding on AX 

trials (Bouton, Rosengard, Achenbach, Peck & Brooks, 1993). The bottom panel of Figure 

5 presents the difference scores (AX-X). In agreement with the previous analysis, A 

elicited an increase in tray behaviour over and above that elicited by X alone but only in the 

positive contingency groups. An ANOVA found reliable main effects for A Contingency 

[F(1,30)=37.54], Blocks [F(2,60)=22.20] and the interaction between these two effects 

[F(2,60)=8.2 11. Individual contrasts at each block only found a difference between the two 

contingencies on block 3 [F(2,60)=22.38]. 

Extinction. Following training, a test in the absence of the US was performed. 

Entries during the Re-CS in extinction are shown in Figure 4. There were more tray entries 

during the Pre-CS in the Zero Contingency groups. There was also evidence that this 

contextual conditioning was positively correlated with US density. The 2 x 3 analysis, 

Contingency (Pos, Zero) and US density (H, M, L) found both main effects were reliable 

[F(1.30)=9.21 and F(2.30)=4.00 respectively]. Individual comparisons were carried out to 

determine which density conditions differed from one another. Only the Low and High 

density condition differed reliably [~(2,30)=3.09]. Therefore, there was evidence for more 

conditioning to the general cues of the context in the high US density condition. 

Figure 5 presents natural log tray entries from the test on AX and X trials as well as 



the difference scores. As with the training data the contingency of A influenced entries on 

AX trials but not during X trials. An overall Trial type. Contingency and Density ANOVA 

found a reliable trial type effect , [F(1,30)=37.5] and trial type by A-US contingency 

interaction, [F(1,30)=15.9]. The individual tests of A-US contingency and US density for 

AX and X trials separately only suggested reliable effects for A-US contingency but in 

both analyses the main effects for contingency failed to pass the .05 criterion [maximum 

F( l,30)=3.45, pc.071. 

Figure 5 also displays the difference scores (AX-X) from the test session. This 

measure controls for differences in baseline rates of tray behaviour. The three Positive 

contingency groups showed a greater increase in tray behaviour during AX trials. The 

overall 2 x 3 analysis of variance for the difference scores during the test found a reliable 

main effect for A Contingency [F(l.30)=16.19] but both the main effect for density and the 

contingency by density interaction were not reliable. Therefore, in comparison to 

responding on the X alone trials responding on AX trials was higher only if A was trained 

with a positive contingency with food. 

The three Zero contingency control groups received the same total number of US 

presentations and the same total number of non-US trials as the Positive contingency 

groups. This suggests that these results can not be due to differences in exposure to the 

US. However, the positive contingency p u p s  did differ with respect to the total number 

of AX-US and AX-noUS pairings. One possible explanation of the main effects attributed 

to A's contingency found in the previous analyses is that the positive contingency groups 

as a whole received more AX-US pairings and fewer AX-noUS pairings than the zero 

contingency groups that shared the same US density. One planned test of this explanation is 

to compare directly the level of responding in the M.5 (7525) and the L.5 (50:)) with 

the HO (75:75) and the MO (50:SO) groups. These four groups act as a direct test of the 

A-US pairing hypothesis. If the effect for contingency reported in the previous analysis is a 



function of the overall higher number of A-US pairings in the positive contingency 

treatments then a contingency difference should not be found in this sub-anal ysis. Table 3 

shows that both M.5 and HO groups each received 24 AX-US trials per session and 8 

AX-noUS trials (a 75% probability of food in the presence of A) while LO and MO each 

received 16 AX-US trials per session and 16 AX-noUS trials (a 50% probability of fwd 

in the presence of A). A 2 x 2 analysis of variance of A contingency (Pos or Zero) and A- 

US pairings (24 or 16) found only the main effect for A contingency reliable 

[F(1,20)= 14.01. This result supports the hypothesis that it is neither the number of CS-US 

pairings nor the amount of experience with the US alone which determined the number of 

tray entries, but rather A's ovenil CS-US contingency. This finding generalizes Rescorla' s 

(1968) finding with direct tests of alternative explanations for the effect. 

Lever Pressing 

AX and X triaJs.Because the lever was only present during the discrete trials 

there was no Re-CS lever pressing data. The results of the lever pressing data from the 

AX and X trials were consistent with the prediction of associative theories of conditioning 

(e.g., RWM and Pearce), that zero contingency A-US training should result in a reduction 

in associative strength to A with a corresponding increase in the associative strength of the 

trial context. When A had a zero contingency with the US there was less tray entering and 

more lever pressing in the presence of X. Indeed the three zero contingency groups showed 

more lever pressing than the positive contingency groups. 

Extinction.Figure 6 presents the natural log number of lever presses per minute 

on AX and X trials during the test. The analysis from the final training session which is 

not reported here showed similar results. During the test, the zero contingency groups 

pressed the lever more than the positive contingency groups with more lever pressing on X 

trials than on AX trials. This result is consistent with idea that the decreased tray behaviour 

to A accompanying zero contingency training was accompanied by increased conditioning 



Figure 6. Mean Log lever presses per minute during the extinction test in Experiment 1 on 

AX trials (top panel) and X trials (bottom panel). 
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to the trial marker. Lever pressing rates were also a function of US density. Higher US 

density resulted in more lever pressing. The analysis of variance for Trial type (AX, X) A- 

Contingency (.5,0) and US density (H, M, L) found all three main effects were reliable. 

The reliable main effects for trial type confirmed that lever pressing was greater on X trials 

[F(1,30)=22.9]. The reliable main effect for A Contingency [F(1,30)=17.5] suggests that 

lever pressing rates were lower when rats were trained with zero A contingency while the 

reliable main effect for US density [F(2,30)=14.2] supports the observation that lever 

pressing increased with higher US density. None of the interactions were reliable [max 

F(2,30)=2.2]. 

As with the analysis of the tray entry data, comparing the 6 treatments for A's 

contingency and US density does not control for the absolute number of pairings between 

X, the trial marker, and the US. To investigate this issue a second analysis analogous to 

that reported for tray entries was conducted. First, for lever pressing on AX trials in both 

M.5 and HO treatments, there were 24 pairings of the lever with the US while in L.5 and 

MO there were 16 lever-US pairings. The analysis of lever pressing during the test in these 

four groups for AContingency (Pos, Zero) and Pairing (24 or 16) found a reliable effect 

for contingency, [F(1.20)=57.4] but not for the number of AX-US pairings, 

[F(1,20)=1.59]. A similar analysis was performed on a different subset of treatments for 

lever pressing on X only trials. In both H.5 and MO there were 16 Lever US pairings, 

while in M.5 and LO there were 8 Lever US pairings (See Table 3). The analysis of these 

four groups for A-Contingency (Pos, Zero) and Pairing (16 or 8 US pairings) during the 

test of X alone found a reliable main effect for number of Pairings but there were no 

reliable effects involving the A-contingency factor [F(1,20)= 14.5 and maximum 

F(1,20)= 1 S]. These results suggest that the differences in lever pressing on AX trials 

were a function of A's contingency, while on X only trials the number of pairings between 

X and the US in the absence of A determined whether rats would press the lever. 



Discussion 

This experiment is the fmt attempt to use a discrete trial marker to investigate 

contingency sensitivity. Previous experiments on the role played by CS-US contingency in 

conditioning have done so primarily by manipulating contingency by varying the ratio of 

signalled to unsignaled US deliveries in aveaive conditioning procedures (e.g., Dweck & 

Wagner, 1970; Quinsey, 197 1; Rescorla, 1968; Miller, Graharne. & Hallam, 1990). The 

procedure described here, at the very least complements these previous experiments and 

may have the advantage of allowing better control over the presentation of a CS-US 

contingency. In addition it allows a direct test of the mle of context in contingency learning. 

The differences in tray entry responses on AX and X trials showed clearly sensitivity to 

A's moderate .5 Ap contingency. In addition to contingency sensitivity based on 

differential responding to the variable cue A, the discrete trial marker X elicited a separate 

conditioned response, which showed the characteristic reciprocal conditioning predicted by 

many models of conditioning . 
Previous experimental evidence has been equivocal with regards to the role played 

by the overall CS-US contingency in Pavlovian conditioning. This may partially be due to 

the difficulty in comparing the level of responding in a group trained with a positive CS-US 

relationship with one trained with a zero CS-US contingency. There are always at least two 

confounding variables (Gibbon, Locurto & Terrace, 1975) that make interpretation 

difficult. Any differences in conditioned responding could be a function of the difference in 

contingency or equally be due to differences in total experience with the US and total CS- 

US pairings. The control treatments used in this experiment allowed a direct comparison 

between positive contingency treatments with zero contingency controls which received 

either the same total amount of experience with the US or the same number of pairings 

between the CS and US. 

One simple explanation of the reduction in the strength of conditioned responding to 



a CS following zero contingency CS-US training involves experience with the US. Zero 

contingency treatments an often programmed simply by increasing the number of 

unsignaled US. It has been argued that reductions in conditioned responding to the target A 

is a direct consequence of these increased presentations (Jenkins & Shattuck. 1981). There 

were zero contingency control groups in this experiment that received the same number of 

US presentations as comparable positive contingency groups yet there were still differences 

in responding to A. This rules out this density account as a unitary explanation of the 

contingency learning effect. 

However, even if increased US experience alone were to result in a reduction in the 

strength of a conditioned response this does not necessarily mean that animals are unable to 

learn a CS-US contingency as well. It is still possible that zero contingency training can 

influence the relative value of the contextual cues (Jenkins & Shattuck, 198 1; Jenkins & 

Larnbos, 1983; Kremer, 1974). There is strong evidence in the present experiment that 

whether the trial marker acquired control over a conditioned response was a function both 

of the discrete cue's (A) contingency and the overall US density. 

Jenkins proposed the waiting time hypothesis as an alternative to contingency 

learning (Jenkins, Barnes & Bamra, 198 1; see also, Gibbon & Balsam, 198 1; for the 

similar comparator hypothesis see Cole, Gunther & Miller, 1995). According to this 

hypothesis, the crucial variable controlling the Pavlovian response is the ratio of the density 

of the US during the CS to density of the US during the experimental context. Animals 

learn and compare these two densities. The level of tray entries to A in Experiment 1 is 

consistent with this hypothesis because in each of the positive contingency groups the 

waiting time for the US in the presence of the A was less than the waiting time in the 

presence of X. However, it is unclear how differences in waiting time should effect 

responding to X. The overall waiting time for the US in the presence of X is the same in 

each pair of density conditions (H.5 an HO. MJ and MO and L.5 and LO). In spite of 



this, lever pressing to X was quite different in these groups. An analysis demonstrated that 

responding to X on AX trials was determined by A's contingency but on X trials by the 

likelihood of the US during X [p(USIX)]. This result is not easily accounted for by the 

waiting time hypothesis or SET theory because waiting time is defined during X as a 

function of p(US1X) and p(US1AX). 

In contrast to the comparator models, the RWM provides precise and accurate 

predictions for the six treatments described in experiment 1. A comparison of the model's 

predictions and the experimental results can be made by comparing the simulation data from 

Figure 3 with the data from Figuns 5 and 6. The model's predictions match the data 

closely. The ordinal position of the six positive and zero contingency treatments matches 

the model's predictions capturing both the contingency sensitivity and the sensitivity to US 

density. The model does seem to predict that conditioning to the trial context will be 

equivalent in two pairs of conditions (H.5 and MO as well as M.5 and LO) whereas the 

data seems to indicate otherwise. However, the reported statistical analysis of these groups 

failed to find any main effect for contingency between these four treatments only the main 

effect for number of pairings. This difference is reflected in the simulations. In general. the 

model provides a fairly accurate mapping of both tray and lever data. One difference is that 

the RWM using the standard assumptions predicts that increases in US density should 

result in decreases in conditioning to A. There was no evidence for this difference in the 

data. Pearce's (1987) stimulus generalization model also predicts the basic contingency 

difference but predicts that increased US density should result in increased conditioning to 

A. While both of these mathematical models predict US density effects on conditioning to 

A, the normative Ap model does not. So only the normative contingency model predicts the 

present set of data. Although this conclusion assumes accepting the null hypothesis that 

there were no differences in responding to A within the two contingency treatments. It is 

interesting to point out the success of the normative theory of causal learning. 



One possible explanation of the persistent excitatory conditioning which sometimes 

occurs following zero contingency training may be related to the type of stimuli normally 

used in contingency experiments. If the context elicits a response which is compatible with 

the response generated by the CS, then the response generated by the two cues may 

sumrnate (Rescorla, 1997; Weiss, 1972). Even with an absolute decrease in CS 

conditioning, zero contingency CS training may produce increased contextual conditioning. 

If contextual conditioning and CS conditioning are manifested and measured using the same 

response (e.g., conditioned freezing during the CER) then it might be difficult to separate 

the contributions of the CS and context, without context switches. In the present 

experiment the context cue and the CS elicited different responses, allowing independent 

analyses of the reciprocal conditioning pattern between CS and Context. 

Although the use of two CSs that elicit different responses has some advantages, 

the stimuli chosen here might expose this experiment to a possible criticism. Experiment 2 

will be a partial replication of Experiment 1 with different stimuli to test the issue of 

generalisabili ty . 
Experiment 2 

It was argued that the findings in Experiment 1 reflected a phenomenon based on 

the relative validity of the CS and context. There are at least two possible criticisms of this 

conclusion. First, there was no counterbalancing of the stimuli so it is possible that the 

effects were stimulus specific. Secondly, these results might be influenced by the spatial 

location of the cues. Experiment 2 sought to partially replicate and extend the findings of 

Experiment 1. Three pairs of groups received training with different stimuli in the roles of 

the CS and Context. Each pair received treatments similar to MS and MO of Experiment 1. 

One pair received the same stimuli in the same roles as Experiment 1. The Houselight was 

the variable cue (A) and the Lever the trial context (X). The second pair of groups received 

the same stimuli but their roles detining the contingency were reversed. The Lever was the 



variable cue (A) and the Houselight was the trial context (X). Finally, a third pair of 

treatments involved a different light source located inside the food tray as the variable cue 

(A) with the Lever as the context cue. The choice of the tray light was motivated by a 

second goal. to strengthen the difference between positive and zero contingency training. In 

addition, the tray light was located adjacent to the lever rather than in the ceiling making it 

less likely that animals would fail to see the light as they pressed the lever. and make it less 

likely that the light itself would draw them away from the food tray. 

One reason for thinking that the difference found in Experiment 1 might have been 

stronger with another pair of stimuli relates to the relationship between CSs and the form of 

the conditioned response. The conditioned response to stimuli is more complex than simply 

tray entries or lever pressing data would suggest. Visual stimuli quite often elicit at least 

two identifiable components. With relatively long CSs (greater than 5 seconds) the initial 

portion of the CR involves orientation and rearing to the light source (Holland. 1977). 

However, as the time to the US delivery approaches, or with increased training rats will 

show increased orientation to the US source (Kaye & Pearce, 1984). To the extent that the 

CS and US sources are differentiated in space the two components of the response, CS 

directed responding and US directed responding, might be incompatible. In Experiment 1 

this incompatibility may have interfered with the attempt to measure conditioned behaviour 

to the light since any rearing or orienting to the light source would not have been recorded. 

A visual cue emanating from the tray area might elicit an orienting response which was 

compatible with the US directed behaviour (Kaye & Pearce, 1984) and, therefore. might 

increase the magnitude of conditioning to the light in the positive contingency groups. 

An alternative interpretation of the contingency effect found during the test session 

in Experiment 1 involves response competition at the time of the CS test. The test of the 

strength of A's control over tray entries was always conducted in the presence of X and X 

sometimes controlled lever pressing which is physically incompatible with entering the tray. 



Thus, there may have been response competition at the test. One way to avoid response 

competition is to perform the extinction test of A in the absence of the trial context (X). 

This was done in Experiment 2. 

Method 

Subjects and Apparatus: Naive rats were used as subjects, all details are the same as 

those described in Experiment 1. The training chambers and stimuli in Experiment 1 were 

also used here except that two groups received training with a tray light instead of the 

overhead houselight. The tray light (Spectro no. 1448.28V bulb) was located behind and 

immediately above the tray flap in the food tray. When illuminated the light could be seen 

through the clear perspex tray flap. 

Procedure: The animals were mined to retrieve food pellets from the food tray during a 

single session as in Experiment 1. Conditioning followed and involved either positive 

contingency or zero CS-US contingency training with a CS (A) whose contingency was 

defined relative to a trial marker (X). Three different pairs of stimuli were used in the role 

of A and X and this assignment is shown in Table 4. Twelve animals received training with 

the Houselight as A and Lever as X as in Experiment I, twelve animals were trained with 

the Tray light as A and the Lever as X and the final twelve animals had the roles of the 

Houselight and Lever reversed. Conditioning involved daily sessions of 64 ten second 

trials randomly presented on a variable 30 (2-58) second schedule. Half of the trials (32) 

wen signalled by the AX compound while the other half were signalled only by X. Each 

of the positive contingency groups received the same distribution of USs as treatment MS 

from Experiment 1,24 of the 32 AX trials (75%) but only 8 of 32 of the X trials (25%) 

ended with delivery of food. These groups had a moderate positive contingency between A 

and the US [p(US(AX)=.75 and p(USIX)=.25; dpAd5-.25=0.5. The zero contingency 

groups received the same training as group MO from Experiment 1,5046 of both AX and 

X trials (16 out of 32) ended with the delivery of a single food pellet [p(USIAX)=O.S and 



Table 4. Stimulus counterbalancing for the target CS (A) and the trial context (X) in 

Experiment 2. 



3 (A) 
I'rial Context 
(XI 

A-US Ap contingency (.5 or 0) 

SHlight 

Houselight 

Lvr 

STlight 

Tray light 

Lever 

OHLight 

Houselight 

Lvr 

SLvr 
Lever 

Houselight 

(might 

Tray light 

Lever 

OLw 
Lever 

Houselight 



p(USIX)= 0.5; ApA=0.5-OS=O](See Table 3). 

Following 12 conditioning sessions a single nonreinforced extinction test was 

conducted; 32 10-second trials of A were presented in the absence of X. 

Results 

The overall pattern of results was consistent with Experiment 1. The strength of the 

conditioned response elicited by stimulus A was a function of the A-US contingency, 

furthermore, the form of the conditioned response controlled by A was determined by its 

stimulus modality. When A was a visual stimulus (either houselight or traylight) and was 

trained with a positive contingency. A controlled tray entries, but when A was the lever it 

controlled lever presses. There were no differences in conditioning to A or X resulting 

from the counterbalancing of the houselight and the traylight, so the analysis is presented 

collapsed across these two groups. To simplify the discussion, results are described first in 

terms of tray entries and separately for the groups receiving training with either a light 

stimulus as A (n=24) or the lever as A (N=12). 

Tray Entries 

Pre-CS intervals.Unlike in Experiment 1, there was little difference in Pre-CS 

tray entries as a result of either Positive or Zero contingency training. There was a gradual 

decrease in Re-CS entries across the training blocks. The top two panels in Figure 7 show 

the natural log Re-CS entry rates across the training blocks for the groups split by whether 

A was a light (Top left panel) or lever (top right panel). An overall analysis of variance of 

the Re-CS data for A Contingency (Pos, Zero), A stimulus (Light, Lever) and the four 

blocks found only a reliable main effect for blocks [F(3,96)=5.74]. The differences in tray 

entries found during the Pre-CS in Experiment 1 may have been specific to the actual 

stimuli used in that experiment. It is possible that when either the traylight or the lever were 

trained in the role of A, they may have been more effective at blocking the formation of 

contextual associations with the static cues of the conditioning chamber that presumably 



Figure %Mean natural log tray entries per minute in three session blocks during training 

in Experiment 2. The data are separated by the Pre-CS interval (top panel), the two types of 

trial (AX and X) and the difference scores (AX-X; bottom panel). Training involved either 

positive (Ap=.5) or zero (Ap==O) CS-US contingency training. The left hand panels show 

tray entries for the groups receiving a light as the discrete stimulus (A) and lever as the trial 

marker X, while the right hand panels show responding for groups receiving training with 

a lever as the discrete CS (A) and light as trial marker X. 
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control Re-CS responding. To test this hypothesis a separate analysis on the two groups 

which used the same stimuli as those in Experiment 1 (the houselight and lever groups as A 

and X respectively) was conducted. The interaction between Blocks and A contingency just 

failed to reach the .05 level of significance [F(3.30)=2.80. pc0571. Neither main effect for 

blocks nor contingency were reliable. This analysis generally confirms the small difference 

in Re-CS responding found in Experiment 1 with the light as stimulus A. 

AX and X trials.The middle four panels of Figure 7 display the natural log tray 

entries during AX and X trials split by the stimulus counterbalancing roles, A-Light, X- 

Lever (the left hand panels) or A-Lever, X-Light (the right hand panels). When A was a 

light stimulus and contingently trained, A controlled tray entries. 

The overall three-way analysis of tray entries included the following factors: A- 

Contingency [Pos (Ap=.5), Zero (Ap=O)], A-Stimulus (Light, Lever), Trial Type (AX or 

X trials). and training Blocks, and supports these obsemations. The three way interaction 

between A-Stimulus, Trial Type and Blocks was reliable confirming that the difference 

between AX and X over blocks was influenced by whether A was a light or lever 

[F(3,96)=19.5]. 

Separate analyses of the data were conducted based on whether the A-Stimulus was 

a light or lever. For the A-Light groups, positive A-US contingency training increased tray 

entries on AX trials but had little effect on the rate of tray entering on X trials. The 

ANOVA conducted on these data found reliable main effects for A-contingency, Trial Type 

and Blocks [F(1,22)=5.76, F( 1,22)=33.6 and F(3,66)=8.84 respectively] and found 

reliable Acontingenc y by Trial Type [F( 1,22)=2 1 .O] and Trial Type by Blocks 

interactions [F(3,66)= 15.11. An analysis of the tray entries separated by trial type showed 

that during AX trials, more tray entries were observed in the positive A-US contingency 

p u p ,  [F(1,22)=11.2] but no contingency effects were found on X trials [F( i ,22)=1.18]. 

The general level of tray behaviour did decline across the four blocks [F(3,66)= 18.41. The 



difference scores illustrate the interaction between Acontingency and Trial Type. The 

lower left panel of Figure 7 shows the increased tray entries on AX trials for the positive A 

contingency group. 

The other groups of rats received training with the lever as the A stimulus, for these 

groups tray entries increased when A was uncorrelated with the US. Responding was 

higher on both type AX and X trials for this group. The results of the statistical analyses 

supports this observation. The main effect for A-Contingency was reliable [F(l,10)=2.95], 

as well as the interactions for A-Contingency with Blocks, and the Trial Type x Blocks 

interaction [F(3.30)=3.11 and F(3,30)=6.17 respectively]. However. unlike the analysis 

for the A-Light groups the Trial Type by A-Contingency interaction was not reliable F l ] .  

Therefore, tray entries were controlled by the light. when the light was the trial marker and 

A was uncorrelated with the US. These results confirm the reciprocal conditioning effect 

demonstrated in Experiment 1. 

Extinction.The test data are consistent with the findings from training and show 

that the response elicited by A (either tray entries or lever pressing) was influenced both by 

A'stontingency and by its stimulus modality. In the positive A-US contingency groups, A 

elicited an increase in responding in comparison with the zero contingency groups. In the 

zero contingency groups, the trial marker X controlled behaviour. The particular response 

controlled by A or X was dependent on whether A or X was a light or lever. The test of A 

was carried out in the absence of the trial marker in the same conditioning chamber as 

training. Any tray entries observed during the presentation of A may be a function of either 

the response controlled by A or the response controlled by A and the static cues of the 

conditioning chamber. To separate these two possibilities the tray entries were analyzed in 

two ways. 

The test for sensitivity to A's Ap contingency was analyzed by directly comparing 

the levels of tray entering in the positive and zero contingency groups. 



Evidence for the hypothesis that it was the discrete stimulus and not the contextual cues of 

the chamber that actually controlled tray entering came from comparing tray behaviour 

during the Re-CS and the CS. Firstly, the top left hand panel of Figure 8 shows how, as in 

Experiment 1, when A was a light, A elicited more tray entries in the positive contingency 

group than in the zero contingency group. This was true both in terms of the absolute rate 

of tray behaviour and the relative increase above that elicited by the contextual cues alone 

(the Re-CS). In contrast, the top right hand panels of Figure 8 show tray entries for the 

groups in which A was a lever. It is clear that A did not elicit an increase in tray entries, in 

fact A may have slightly suppressed tray entries. The analyses support these assertions. 

The ANOVA for A-Contingenc y (ps i  tive or zero), A-S timulus ( A-Light, A-Lever) and 

Response Period (Pre-CS, A) found a reliable main effect for A-Stimulus and the 

interaction of A -Stimulus with Response Period [F( 1,32)=9.M and F(l,X)=M.l 

respectively]. The three-way interaction was not reliable, but separate analysis of the tray 

rates for the A-Light and A-Lever groups were conducted to test whether the effect found 

in Experiment 1 was replicated. For the A-Light groups the increase in tray entries elicited 

by A, above that recorded during the Re-CS, was greater in the positive contingency 

group than in the zero contingency group. The analysis found a reliable main effect for 

Response Period and an interaction between A-Contingency and Response Period 

[F(1,22)=30.0 and F(1,22)= 6.34 respectively]. The interaction is reflected in the 

difference scores between responding to A and the Pre-CS which are displayed in the 

bottom left hand panel of Figure 8. Although the difference between Re-CS and CS 

responding was greater in the positive contingency group there was still a reliable increase 

in the Zero contingency group [minimum F(l,l0)=9.64], and may suggest why the three 

way interaction in the overall analysis was not significant. The analysis of the two factors, 

1) response period and 2) A contingency for the tray entry data, recorded for the two 

p u p s  receiving training with A as a lever, found that there was a reliable decrease in tray 



Figure 8.Mea.n natural log tray entries per minute during the 10 second Re-CS interval 

and during the presentation of A during the extinction test from Experiment 2. Stimulus A 

either had a positive (Ap=.5) or zero (Ap=O) CS-US contingency with the US. The left 

hand panels show tray entries for the two groups that received a light as the discrete 

stimulus (A), while the right hand panels shows tray entries for the two groups receiving 

training with a lever as the discrete CS (A). The bottom panels show the difference scores 

(A-Re-CS) which provides an estimate of the tray entries elicited by A alone. 





entering below the Re-CS level when the lever was inserted [F(1,10)=11.13], the 

interaction was not reliable. Tray entering decreased from Re-CS levels presumably 

because the animals were pressing the lever. 

Lever Pressing 

AX and X trialaTray entries were recorded throughout the training sessions 

because the food tray was always present, however, lever pressing could only be recorded 

on trials in which the lever was extended. Consequently, there are no Re-CS lever pressing 

scores and none during presentations of the light done (i.e., during X trials for the A- 

Lever X-Light groups). Figure 9 displays the natural log rates of lever pressing during 

training for the two groups, A-Light and A-Lever. The analysis of lever pressing suggests 

the mirror image of the tray data. In the A-Lever group lever pressing was greater in the 

positive A-US contingency condition while in the A-Light group in which X was the lever, 

lever pressing was greater on both AX and X trials in the zero contingency group. The 

overall analysis of variance for lever pressing on AX vials conducted with factors A- 

Contingency, A-Stimulus and Blocks found a reliable main effect for Blocks 

[F(3,96)=lS.7] the A-Contingency by A-Stimulus interaction [F(1 ,32)= 14.61 and three 

way A-Contingency by A-Stimulus by Blocks interaction [F(3,96)=3.27], none of the 

other effects were reliable. These results support the observation that lever pressing on AX 

trials was greater in the zero contingency p u p  in the A-Light group but higher in the 

positive contingency A-Lever group. 

The separate analysis of lever pressing in the A-Light groups showed that lever 

pressing was higher in the zero contingency group during both AX and X trials. The 

analysis of A-Contingency, Trial Type and Blocks found reliable main effects for A- 

Contingency, Trial Type and Blocks [F(1,22)=18.6, F(1,22)=52.l and F(3,66)= 15.41 as 

well as the A-Contingency by Trial Type interaction [F(l,22)=10.7]. Individual analysis of 

each contingency group found that both positive and zero contingency groups showed 



Figure 9.Mean natural log lever presses per minute from training in three session blocks 

in Experiment 2. Data are separated by the two types of trial (AX and X; top panels) and 

the difference scores (AX-X; bottom left panel). Training involved either positive (Ap=.5) 

or zero (Ap=O) CS-US contingency training. The left hand panels show lever pressing rates 

for the groups receiving a light as the discrete stimulus (A) and lever as the trial marker X, 

while the right hand panels shows lever pressing rates for groups receiving training with 

the lever as the discrete CS (A) and light as trial marker X. Because there was no lever 

present on X trials for this latter group there are no difference scores available. 
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greater levels of lever pressing on X trials [F(l,l l)=30.6, F(l.1 l)=38.4]. Theanalysis of 

lever pressing in the A-Lever groups on AX trials found lever pressing to be higher in the 

positive A-US contingency group. The main effect for A-Contingency was not reliable but 

both the main effect for Blocks and the A-Contingency by Blocks interaction were reliable 

[F(3,30)=8.01 and F(3,30)=6.22 respectively]. Individual comparisons on each block 

showed that while there was no difference on the first block, there was by the fourth [F<l 

and F(l,lO)=6.26 respectively]. 

Extinction. Figure 10 presents Lever pressing during presentation of A for the 

two groups in which A was a lever. Lever pressing was higher following positive A-US 

contingency training. While the decrease in tray entries from Re-CS to A was the same for 

both positive and zero contingency groups this did not translate into the same rate of lever 

pressing. Lever pressing was higher in the positive contingency group. The analysis of 

variance found a reliable interaction between blocks and A-contingenc y [F(3,30)=3.53]. 

However, none of the individual block comparisons was reliable (maximum F(l,l0)=3.77, 

p<. LO]. 

Discussion 

Training consisted of either positive or zero A-US contingency with the 

contingency calculated relative to a discrete trial context X. The strength of responding 

elicited by A was greater in the positive contingency groups. As in Experiment 1 the 

strength of the response elicited by the trial context X was greater following zero 

contingency training. This relationship was found regardless of the form of the response 

elicited by A or X. Furthermore, these results rule out two explanations of the reciprocal 

conditioning between CS and trial context found in Experiment 1. First, the differences are 

not stimulus specific. This experiment found a similar pattern of results regardless of 

whether the entry of the lever or either of two differently located light cues served as cue A. 

Second, sensitivity to A's contingency in Experiment 1 was probably not an artifact of 



Figure 10.Mean natural log lever presses per minute in 5 trial blocks during the extinction 

test from Experiment 2. For this group training involved the lever in the role of the discrete 

cue (A). The lever either positive (AP=.5) or zero (W) CS-US contingency mining. 
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response competition during the compound test. Tests in the absence of the trial context X 

found a difference in conditioning following positive and zero contingency training.The 

contingency effects found with cue A were not conditional upon the presence during the 

test of the discrete trial context. Elemental theories of associative learning such as the 

Rescorla-Wagner model assume that learning involves acquiring associations based on 

combining experiences with discrete CSs regardless of the accompanying cues. In 

Experiment 1 and 2, animals received training with both a compound AX and element X. 

RWM predicts that &spite any influence that either cue may have on the acquisition of 

associative strength by the other during training, at the time of the test, the response elicited 

by presentation of A or X will be independent of the other cue. Pearce's theory assumes 

that conditioning involves learning about entire stimulus complexes (e.g., Pearce. 1987; 

1994). However even though the animals have no training experience with the stimulus A 

in the absence of the trial marker Peme's model still predicts that there will be more 

generalized excitation in the positive contingency treatments. In spite of consistent training 

of A with X, the test of A in the absence of X still found a reliable contingency effect on 

responding to A. 

Revious work on the controlling relations in Pavlovian conditioning often referred 

to the notions of contingency and/or correlation between CS and US. However, there has 

been little discussion about whether the computation of Ap should be treated as a theoreticid 

construct (Baker, 1974; Cheng, 1997) reflecting internal calculation, or as an empirical 

generalisation (Rescorla, 1968; Hallam, Grahme & Miller, 1992; although see Baker, 

Murphy & Vallk-Tourangeau, 19%). The results presented here are consistent with both 

positions. The CS-US contingency is a controlling variable in Pavlovian conditioning, 

however an associative algorithm is also a more parsimonious interpretation of the actual 

calculations performed by the animal because it involves remembering fewer events and 

performing fewer calculations. 



The overall relationship between A and the US determined the level of the 

conditioned response elicited by A. The levels of conditioning to the trial marker were also 

consistent with the idea that rats were sensitive to the contingency between the trial context 

and the US. Given these data one hypothesis that emerges is that rats may be sensitive to 

the relative contingencies of A and X as signals of the US. Miller and Schachtman (1985) 

have proposed that the relative probability of reinforcements may determine which stimulus 

elicits a conditioned response, the hypothesis proposed here is that it is the relative 

contingency that determines whether a stimulus elicits a CR. The present results are 

consistent with this hypothesis, but no attempt was made to define the contingency of the 

comparison trial marker. Testing the relative contingency hypothesis requires presenting 

multiple CSs and varying the relative CS-US contingencies. In Experiments 1 and 2 while 

A was always defined relative to X, X's contingency was not defined because there were 

was no way to define the noX experience. Competition between multiple contingent 

predictors will be the topic of the next three experiments. 

Multi-CS Experiments 

In their review of the role of contingency in Pavlovian conditioning, Papini and 

Bitterman (1990) are unequivocal in their position. They argued that if the CS-US 

contingency is the underlying cause of a conditioned response then it should be both a 

necessary and sufficient condition to elicit responding. However, this is surely too 

restrictive. It is similar to arguing that, if smoking causes cancer, it should be necessary and 

sufficient for the disease to occur and if it fails this test then there is no point studying its 

causal role. Smoking may cause cancer, but so to may other factors and smoking itself may 

not always result in cancer. But this argument would only convince a tobacco manufacturer 

that smoking is not a cause of the disease. 

A real test for a causal role of contingency in conditioning requires demonstrating 

that rats are sensitive to variations in contingency, which Experiments 1 and 2 have 



demonstrated. Changes in the CS-US contingency produced changes in the strength of a 

conditioned response. There is one notable case in which this does not occur. Selective 

associations are a class of experimental results in which the contingency of a CS can not 

account for the conditioned response it elicits. However it is worth considering whether this 

perceived failure of contingency theory can be shown to be consistent with a revised Ap 

theory. 

Selective association phenomenon, are demonstrations in which positive and 

normally effective CS-US contingency training fails to elicit strong conditioned responding 

(e.g., Kamin, 1%9). From the perspective of associative theories animals seem to be 

selective in the CS-US associations they form. As a result. the unconditional Ap alone does 

not predict whether animals develop a conditioned response. With both blocking (Kamin. 

1969). and the relative validity effect (Wagner. Logan. Haberlandt & Rice. 1968) a cue 

with a positive contingency with the US acquires a weaker conditioned response when 

training includes more valid CSs. In blocking procedure the blocked cue is reinforced on 

every trial [p(USICS)= 11. 

These findings have been explained using a number of cognitive mechanisms. some 

more elaborated than others. For example, with the relative validity effect. recall that the 

response controlled by the common element X following training with two compounds 

AX. BX is greater following a pseudo-discrimination (AX+'-. BX+'-) than following a 

true discrimination between the two compounds (AX', BX-). This effect is difficult to 

explain with traditional contiguity based theories of learning because stimulus X is 

reinforced and nonreinforced equally following the two treatments. Wagner et al. (1968) 

originally suggested that conditioned responding involved sensitivity to the relative validity 

of the cues, where the validity of each CS was defined by the ratio of reinforced to 

nonreinforced trials [p(USICS) J. Others have suggested that the effect may emerge because 

of different levels of generalization from the training compounds (AX and BX) to the test 



cue X (Pearce, 1987; Thomas, Burr and Eck, 1970; although see Tumer & Mackintosh, 

1972). Kamin suggested that these effects involve changes in the surprisingness of a CS 

(see also Pearce & Hall, 1980) while Mackintosh (1974) suggested that they involve 

changes in attention. The Rescoria-Wagner model. in contrast, anticipates these effects 

using a competitive mechanism for associative strength as described earlier. Finally, 

Cheng's (1997) model of causal induction was also designed to account for these type of 

effocts. According to her theory, the animals learn the condtionnl contingencies between 

each individual CS and the US, and then selectively respond to the CS with the strongest 

contingency. Given the debate that surrounds a description of these findings and the 

possibility that they may involve sensitivity to contingencies as I have described them it is 

worth exploring these effects further. 

Papini and Bitterman (1990) stated that 'phenomena such as overshadowing and 

blocking suggested clearly, at about the time Rescorla's theory was introduced. that a 

positive contingency is insufficient for excitatory conditioning" (p. 40 1). The belief that 

selective association phenomena are completely at odds with a contingency analysis is 

common. Another example of this belief is found in Mackintosh's (1983) authoritative 

review of conditioning and associative learning where he states "Contingency theory cannot 

readily explain ... the blocking experiment" (p. 184). This belief ignores the possibility that 

it is the relative rather than absolute contingency that controls behaviour. If animals are 

sensitive to relative contingencies it is possible that selective associations might be 

interpreted as supporting rather than contradicting the normative contingency analysis of 

conditioning (Shanks, 1995, p. 43; Waldrnann & Holyoak. 1992). The following 

experiments describe an attempt to use the contingency learning preparation developed in 

Experiments 1 and 2 and test whether selective associations are examples of relative 

contingency sensitivity . 
Experiment 3 



The following experiment investigated a version of Wagner, Logan Haberlandt and 

Rice's (L%8) relative validity effect. The basic finding is that conditioned responding to a 

Pavlovian CS or a discriminative stimulus for instrumental responding is determined by the 

relative predictive value of the cues. The question of interest is what determines predictive 

value? In pnvious demonstrations of the effect the target cue X was always partially 

reinforced. There were never any US presentations in the absence of X. In the following 

experiment there were US presentations in the presence and absence of the test cue. As with 

the previous experiments contingencies were instantiated using a single trial marker. The 

design involved presenting two CSs and testing whether a strongly contingent CS would 

reduce the strength of the CR elicited by a CS with a weaker Ap contingency. 

The discriminations between the two CSs A and B were always conducted in the 

presence of a discrete trial marker (X; the lever). As before. the trial marker was included 

so that the subjective CS-US contingencies might be less ambiguous. and provide a . 

measure of the contextual conditioning. The target cue A was involved in either a moderate 

positive contingency with the US (ApA=.5) or a zero contingency (ApA=O). Comparisons 

of responding to A in these treatments are tests for sensitivity to A's absolute contingency. 

In addition. to test whether the strength of the conditioned response to A was determined 

by its relative contingency, a second CS (B) was included. B possessed one of two 

contingencies. In two groups B was a perfect positive predictor of the US; in that it 

preceded all of the US deliveries and the US never occumd in its absence (p(USIB)=l; 

p(US(-B)=O; Ab=l). Alternatively B was uncorrelated with the US (ApB=O). Thereforr. 

four treatments crossed two levels of A contingency (ApA= 0.5 or 0) and two levels of B 

contingency (Ah= 1 or 0). The exact trial frequencies, conditional probabilities and 

contingencies are shown in Table 5. The four treatments are labelled by their joint 

contingencies for AIB (.511. 510, OIL, 010). 

Both the normative analysis involving relative contingencies and the associative 



analysis predict that the cue with the highest contingency will acquire a conditioned 

response at the expense of weaker predictors. Based simply on A's absolute contingency, 

responding to A should be higher in treatments .5/1 and .5/0 than in treatments 0/1 or 0/0. 

However, if the predictive value of cue B is compared with A, it is clear that B is a more 

valid predictor, of the US in treatment 3 1  because it perfectly signals the occurrence of the 

US. Assuming that animals are sensitive to, and learn about the most likely predictor of the 

US then tlus analysis predicts that B's strong relationship will reduce the ability of A to 

elicit a conditioned response in group S l l .  The Rescorla-Wagner model makes the same 

prediction although this prediction is based on the outcome of associative competition. The 

precise predictions of the model will be described in more detail in the discussion. Unlike 

previous relative validity experiments with multiple CSs (i.e., Wagner et al., 1968; Cole, 

Barnet & Miller, 1995), in this experiment the goal is to define explicitly the Ap 

contingency of the CSs. All fow cells of the contingency table will be defined in terms of 

programmable combinations of events. 

Met hod 

Subjects: Thirty-six rats obtained from the same breeder and maintained under the same 

conditions as Experiment 1 were used in this experiment. 

Apparatus: In addition to the lever and houselight used in Experiment 1, a 2000 Hz 

square wave Tone was also used (approximately 80 dB). The speaker (35 ohm, 7 cm in 

diameter) was located on the ceiling of the chamber adjacent to the houselight. 

Procedure: The details of the pre-training are the same as those described in Experiment 

1. The conditioning procedure involved the successive trial training procedure described 

previously. Each session consisted of 64 ten second a i d s  presented on a variable time 45 

second (range 12 s - 90 s) schedule. The trials were signalled by the entrance into the 

chamber of the retractable lever (X). On half the trials (32)' the retraction of the lever at the 

end of the ten second interval coincided with the delivery of a single food pellet, while on 



the other half no pellets were delivered. Two other discrete cues (A. B) were each 

presented on 32 trials. The relationships between these two stimuli and the US 

presentations are described in Table 5. Essentially the four treatments were designed to 

cross two levels of A contingency (ApA= .5 and 0) with two levels of B contingency 

(Ah= 1 and 0) producing four treatments each receiving simultaneous training with one of 

four A/B contingency pairs (31. .5/0.0/1,0/0). The first value refers to the contingency 

of cue A and the second to the contingency of cue B. There were four different types of 

trial: ABX, AX. BX compounds as well as X alone trials. In the two groups in which A 

had r moderate positive contingency with the US. A was present during 24 of the 32 trials 

(75%) which ended with the US and 8 of 32 the trials (25%) which did not (p(USIA)=.75, 

p(USlnoA)=.ZS; A~~z .50) .  In the two other groups. A had a zero contingency with the 

US and was present during half of the US and noUS trials (p(US(A)=.SO, p(USlnoA)=.50; 

ApA=O). The second CS (B) was either perfectly predictive or nonpredictive of US 

occurrence. In the two treatments in which B was perfectly predictive of the US it only 

appeared during the US trials (p(USIB)=l, p(US)noB)=O; ApB= 1). For the zero 

contingency. B appeared during half of US and noUS trials (p(USIB)=.50. 

p(USlnoB)=SO; ApB=O). 

Whether cues A and B were the tone or the light was counterbalanced in each group 

of 9 subjects. Five received training with A as a tone and B as the light and four received 

the A as a light and B as the tone. 

Following 10 conditioning sessions, the target cue A was presented for 20 trials 

alone in the absence of X, B or the US. 

Results and Discussion 

As predicted by the relative contingency learning hypothesis and the RWM, the 

conditioned response controlled by A was influenced both by its absolute contingency and 

by its contingency relative to B. In general, when A was a moderate predictor of the US. 



Tabh 5. Trial types and frequencies, conditional probabilities and Ap calculation for A 

and B in relation to trial context X for treatments in Experiment 3. 



I I Moderate Positive Contingency I Zero contingency 

ABX--->US 24 16 16 8 

ABX--->no US 0 8 0 8 

BX--->US 8 0 16 8 

BX--->no US 0 8 0 8 

AX-->US 0 8 0 8 

AX-->no US 8 0 16 8 

X-->US 0 8 0 8 

X-->no US 24 16 16 8 

Total US 32 32 32 32 

Total no US 32 32 32 32 t 

PWSIB) i .5 1 .5  

P(US 1-B) 0 .5 0 .5  

Ape 1 o I o 

P(US(A) .75 -75 .5 .5  

P(US I -A) .2 5 -25 .5 .5 

Ap A .5  .5 0 0 



there was a greater increase in tray entries than when A was uncorrelated (.Yl, -510). 

However, A controlled a weaker tray entry response, regardless of its contingency if B 

was a perfect predictor (31) .  Both A's and B's contingency also influenced whether the 

trial marker (lever) would elicit lever pressing. There were no stimulus counterbalancing 

effects during training and so the analysis is presented collapsed for this factor. 

Tray Entries 

Pre-CS intervals.There were strong differences in Re-CS tray entries 

suggesting, that in spite of the use of the discrete trial marker and that none of the USs were 

presented in the absence of A, B or X, the static contextual cues controlled different levels 

of tray entry behaviour. Tray entries were lower in the two groups in which B was a 

perfect predictor of the US. Figure I1 presents the mean log tray entries in blocks of three 

sessions (omitting session 1) during the 10 second Pre-CS interval. It is clear that baseline 

tray entries were fairly consistent across training in the two groups in which B was 

uncorrelated with the US (i.e., treatments .5/0 and 010). However, baseline tray entries 

were much lower in the two treatments in which B was a perfect predictor of the US 

(treatments .5/1,011). An ANOVA found a reliable difference in levels of responding 

dependent on B's contingency (ApB=L or 0)  as well as the interaction between B's 

contingency and Blocks [F(1,32)=24.l and F(2.64)=6.60 respec ti vel y 1. There was no 

significant change across training in the two groups receiving zero contingency tnining of 

B [F(2¶32)<1] but then was a significant decrease in responding in the two groups in 

which B was perfectly correlated with the US [F(2.32)=10.4]. There were no reliable 

effects on Pre-CS responding involving A's contingency. 

CS trials.The general pattern of tray entries during the discrete trials shows 

increased tray entries when either A or B's relationship with the US was positive. The 

groups in which B was a perfect predictor of the US ( 9 1  and Oil), showed more tray 

entries whenever B was present (ABX and BX trials). In the two treatments in which B 



Figure 11.The Mean natural log tray entries per minute during the 10 second Re-CS 

interval in three session blocks during training in Experiment 3. Four groups crossed two 

levels of contingency for cue A (0.5- squares; 0-triangles) and two levels of contingency 

for cue B (1- filled symbols; 0-open symbols). 



Blocks of Three Sessions 



had a zero contingency with the US (.YO and 010) A controlled tray behaviour when it was 

moderately positive. Finally, in treatment 0/0 when both A and B's relationships with the 

US were zero there were fewer tray entries on all four types of trial. As we will see, in this 

group (00)  the trial context X elicited increased lever pressing. 

Figure 12 presents the mean natural log rates of tray entries separated by the four 

trial types. It is clear that there were more tray entries in the groups in which B was a 

perfect predictor (the filled symbols) on ABX and BX trials (top panels) compared to AX 

or X trials (bottom panels). This indicates. somewhat unsurprisingly, that more tray entries 

occurred on trials which were always followed by the US. An overall four-way analysis of 

variance for A-contingency (.5 or 0) , B-Contingency (1,O) trial type (ABX, AX. BX, 

X) and Blocks showed that the four types of trial elicited different levels of responding 

[F(3,96)=183] and that these levels changed over the three blocks of trials. The main effect 

of blocks and the interaction between blocks and trial type were reliable [F(2,64)=10.6 and 

F(6,192)=11.6]. In addition, the pattern of responding to the four types of trial was 

influenced by the particular combination of A/B contingency. The interactions between trial 

type and both B's contingency [F(3,96)= 1551 and A's contingency [F(3,96)=9.64] were 

reliable. By the end of training on the last block of trials, tray responding was controlled by 

both B's and A's contingency in the different groups. 

On ABX trials (the upper left hand panel of Figure 12) responding was highest in 

groups 3 1  and O/L. These are the two groups in which B had a perfect positive 

contingency with the US. Responding was intermediate in .5/0 and lowest in 010. A two 

factor analysis of variance on the last block of ABX trials found a reliable effect for B and 

A contingency [F(1,32)=14.9 and F(L,32)=7.09] and an interaction between these factors 

[F(1,32)=6.52]. There were no differences between the three treatments containing at least 

one positive predictor, .S/l, OIL and 9 0  but tray entries were reliably lower in grwp 010 

[F(1,32)= 27.51. On BX trials (the upper right hand panel) tray entries rates were again 



Figure 12.The Mean natural log tray envies per minute during trial presentation in three 

session blocks during training in Experiment 3. Four groups crossed two levels of 

contingency for cue A (0.5-squares; 0-triangles) and two levels of contingency for cue B 

(1-filled symbols; O-open symbols). Response rates are separated by the four trial types 

presented (ABX, BX, AX, X). 
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greater in the two matments in which B had a perfect positive contingency. Only the main 

effect for B's contingency was reliable [F(1,32)=30.0]. On AX trials (the lower left hand 

panel) responding was reliably greater in group SIO and lower in the other t h e  groups . 

Both main effects for A and B contingency [F(l.32)=5.11 and F(l.32)=6.87] and the 

interaction of these two factors [F(l,32)=6.5] were reliable. A contrast confirmed that 

levels of responding in group .5/0 were higher than in the other three groups 

[[F(1 ,X)= 18.4 11. There were no reliable differences between any of the four treatments on 

tray entries during X trials [max F(1,32)=2.03]. although group 010 did seem to respond 

somewhat more than the other three groups. the effect was not reliable. 

Lever Pressing 

CS trials.Figure 13 presents the mean log lever presses in blocks of three 

sessions. The overall pattem suggests an inversion of the tray entry data. There was more 

lever pressing in groups in which B's relationship with the US was lower. (i.e., .5/0,0/0), 

and there was almost no lever pressing in the other groups (.5/1 and O/ 1). This pattem is 

consistent with the hypothesis that when A and B were of insufficient predictive value to 

control a conditioned tray entry response, the discrete trial marker X (the lever) which was 

a relatively more reliable predictor. became more strongly conditioned. 

The statistical analyses of the lever pressing data support these observations. The 

ANOVA with A-Contingency (S, 0). B-Contingency (1,O) Trial Type (ABX, AX, BX 

and X) and Blocks of Sessions found reliable main effects for B-contingency, Trial Type 

[F(1 .X)= 15.1 and F(3.96)= 15.3 respectively] and the Trial Type by Blocks interaction 

[F(6,192)=5.84]. 

The central concern in this experiment was whether the differences between the 

groups following training suggested that they were sensitive to the relative contingencies. 

Analyses of lever pressing during ABX, AX, BX and X trials separately on the last block 

of trials found the same overall pattern. There was more lever pressing on all four types of 



Figure 13.The Mean natural log lever presses per minute during trial presentation in three 

session blocks during training in Experiment 3. The lever was stimulus X. Four groups 

crossed two levels of contingency for cue A (0.5- squares; 0- triangles) and two levels of 

contingency for cue B (1-filled symbols: 0-open symbols). Response rates are separated by 

the four trial types presented (ABX, BX, AX, X). 
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hid in the two groups when B was relatively less predictive (St0 and 0/0). Only the main 

effect for B's contingency was reliable [F(1.32)=14.9]. Generally lever pressing was 

blocked only when B was a perfect predictor of the US. 

Test 

Of primary interest was how the rats would respond to cue A when it was presented 

without the trial marker (ie., the lever) during the extinction test. These rates and each 

group's corresponding Pre-CS rates during the test are presented in Figure 14. Tray entries 

during the test of the moderately correlated or uncorrelated cue A were determined by two 

factors, A's absolute contingency with the US and by its contingency with the US relative 

to B's contingency. Consistent with the relative contingency hypothesis there was a greater 

elevation of tray entries when A was positively related to the US (.5/1 and ,510) and A 

elicited a greater increase when B had a zero contingency. regardless of A's contingency 

(.YO and 010). In addition. the analysis of the counterbalancing manipulation found that as 

a CS the tone elicited more overall tray entries than the light. The overall analysis of 

responding to A as a function of A-Contingency (S, O), B-Contingency (1,0), Stimulus 

(Light or Tone) and Response Interval (Pre-CS, CS) found reliable main effects for B- 

Contingency and Response Interval [F(1,28)= 10.62 and F(l,28)= 19.5 respectively]. 

These effects support the observation that tray entries were greater when B was 

uncorrelated and during the CS rather than the Pre-CS. In addition the interactions between 

Response Interval and B-Contingency [F(1,28)=6.62] and Response interval with A- 

Contingency F(1,28)=4.05] were both reliable. suggesting that the conditioning response 

interval effect was influenced by both A and 6 contingencies independently. The only 

effect involving the stimulus counterbalancing manipulation was the A-Contingency by 

Stimulus interaction [F(1,28)=10.8]. Separate tests of the A-Contingency effect indicated 

that it was reliable for both stimuli [minimum F(1,16)=6.06]. 

The two interactions of Stimulus contingency and response interval confirm that the 



Figure 14. Mean natural log rates of tray entries in the four treatments during the Re-CS 

and stimulus A during the extinction test of Experiment 3. 



Treatment 



conditioned response elicited by A was influenced by both A's absolute contingency and 

in relation to B's contingency. Individual tests of the elevation in tray behaviour elicited by 

A in comparison with the Re-CS in each of the four treatments found no evidence of this 

conditioning to A in treatment 011 [F(1.7)<1]. A was blocked by B. There were reliable 

levels of tray entries in both groups 3 0  and 010 wnimum F(1,7)=8.21]. It is interesting 

to note that although the overall level of responding in the -511 group was low both during 

A and the PreCS that the conditioning effect was just reliable suggesting that there was still 

a reliable level of conditioned responding to A in this treatment F(1,7)=5.75]. Therefore. 

the presence of a perfect predictor did not completely block the moderately positive cue A's 

ability to control tray entries. 

These results are consistent with the hypothesis that rats are sensitive to the relative 

validity of the cues with validity defined as CS-US contingency. The Ap contingency 

influenced the response controlled by A. A produced a greater elevation in tray behaviour 

above that observed during the &-CS when A was positively correlated with the US. 

Furthermore, the observed elevation was mediated by B's contingency. The question 

remains whether this type of effect is clearly predicted by any associative theory or whether 

it requires that the animals calculate the conditionalized contingencies between all the cues 

and the US (Cheng, 1997). The Rescorla-Wagner model was used to simulate the four 

treatments of this experiment. Figure 15 displays the asymptotic predictions for cue A from 

the model using the pafameters for the simulations in Experiment 1. A visual comparison 

suggests that the ordinal relation of the means from the data match the simulations. In both 

conditions in which B was a perfect predictor of the US, the model predicts that most of the 

associative strength is acquired by B, however, before B has acquired this strength A is 

able to acquire some small amount of associative strength. This strength is eventually lost 

but a residue is present even after 500 trials which produces the small difference in strength 

between groups .5/1 and 0/1. When B is uncorrelated with the US, A is able to compete 



with the context for associative strength and even more so when it is positively correlated 

with the US. When both cues are uncorrelated then the context is free to acquire most of the 

associative strength leaving almost none for A to acquire (although there was still a small 

conditioning effect for A). 

There are two measures of context conditioning that can be used to test this 

prediction about the strength of the context. Firstly, the differences in Re-CS tray entries 

during the test provide one measure. Examination of Figure 14 and the statistics suggested 

that Re-CS tray entries rates wen greatest in group 010 but the statistics showed that this 

group did not differ from .YO. A second measure comes from the level of conditioning 

elicited by the trial marker X. The lever pressing data does support the prediction of the 

model in relation to the contextual conditioning. Although it looks like group 0/0 elicited 

more lever pressing than any of the other three treatments, a post hoc analysis of the lever 

pressing response to X on the last block of training trials showed that group 010 showed 

reliably more lever pressing than either group 3 1  or 0/1 [minimum F(l,l6)=l3.9], there 

were no reliable differences involving group 30. Therefore in general the data support the 

associative model's predictions, specifically that contextual conditioning, as measured by 

lever pressing to the trial context, should be greater when none of the cues are perfect 

predictors. 

Previous work on the relative validity effect has shown how behaviour controlled 

by a CS with positive predictive relationships with the US can be nduced by concurrent 

training with stronger predictors of the US (Wagner et al., 1968; Cole, Barnet, Miller, 

1997). In this experiment a relative validity effect was also demonstrated with a CS trained 

with a zero contingency. This experiment is the first demonstration of blocking of a zero 

contingency by a positive predictor. The results suggest that the zero contingency training 

generated a level of association with the US that could be blocked. This result has also been 

found with human judgments of contingency (Baker, Mercier, Vallde-Tourangeau, Frank & 



Figure 15.Predictions of the cumulative final associative strength for cue A in Experiment 

1 using the Rescorla-Wagner (1972) model. The simulations involved presenting the same 

ratio of vial types for the four treatments described in Table 5 and using the same learning 

parameters as those used previously. Cue A was presented with either a positive or zero 

CS-US contingency (Apc.5 or 0). The trial context had the same overall relationship with 

food in each treatment. Predictions for A following the two contingency treatments are 

shown as a function of B's contingency. 





Pan. 1993). Human subjects will consistently judge the causal effectiveness of a cue as 

being lower if it has been trained with a more valid predictor. 

One interpretation of these results which is consistent with both the associative and 

normative models is that the rats were sensitive to the relative contingencies of the cues. 

Reductions to both A's absolute and relative contingency reduced the strength of the 

conditioned tray response. This suggests the possibility that both have a similar effect on a 

cue's validity as a predictor of the US in support of the AP definition of validity. With 

respect to the sufficiency of the simple unconditional CS-US contingency to elicit a 

conditioned response, Papini and Bitterman (1990) are correct to point out that absolute 

contingency can not be the sole determinant of the CR. At the computational level, in 

addition to the absolute unconditional contingency the animals in these experiments seem to 

be sensitive to the more complex conditional contingencies in which a cue's contingency is 

calculated conditional upon the presence of other cues (Baker, Murphy &Vdlte- 

Tourangeau, 1996; Cheng & Holyoak, 1995). 

Experiment 4 

One problem with the design used in Experiment 3 is that it may insufficiently 

control for an alternative interpretation. The target cue A was presented during two types of 

trial ABX and AX, and due to the nature of the contingencies, the four treatments received 

varying number of these trial types. It may be possible that the strength of the conditioned 

response elicited by A arose not from its absolute and relative contingency but from the 

amount of generalised excitation from AX. Simply by comparing experience with AX in 

the four groups one could predict the ordinal relation between the four groups. In the .5/0 

group all the AX trials were paired with the US while in the 0/0 group only 50% were 

paired with the US and in the two blocking groups (.5/1,Oll) there was no experience of 

AX and the US. In .5/1 and 011 there were no pairings with the US but 8 and 16 extinction 

trials each session respectively (see Table 5). Thereforr. simply comparing the four groups 



on the basis of experience with the compound which is most similar to the test cue A, in 

this case AX, one might anticipate the present pattem of responding to A alone on the test 

(i.e., .5/0>0/0>.5/1>O/l). This ordering matches the conditioning data in Figure 15, 

therefore contingency learning could emerge from an associative network that makes use of 

the notion of stimulus configurations and generalised associative strength (e.g., Pearce, 

1987). 

The relative number of AX-US done would not explain why there was a reliable 

elevation in tray entries to A in the ,511 group since this group received no pairings of AX 

with the US. However, it is still possible that it was experience with AX that contributed to 

the present pattern of results. This interpretation also requires that AX trials contributed 

more to the response controlled by A than ABX trials. At least one theory of conditioning 

makes this same prediction. Pearce's (1987; 1994) configural model of associative learning 

predicts that AX trials should have a stronger impact on the response elicited by A than 

ABX trials. The model, described in more detail in the introduction, predicts that the 

response controlled by A will be determined by a weighted product of the associative 

strengths of configurations similar to A. While the Pearce model does not specify precisely 

how similarity might be instantiated, it does suggest that as a first approximation similarity 

be calculated on the basis of the ratio of the proportion of common elements to unique 

elements in the test stimulus and the configural stimulus. Since half of the stimuli present in 

AX are present in the test stimulus A, presentation of A alone should elicit half of the 

associative strength of the compound AX. However, because A only makes up one third 

of the stimuli present in the triple compound ABX only one third of the associative strength 

of compound ABX with the US would be elicited by the presentation of A. Therefore, 

other things being equal this theory suggests that AX'S association with the US will be 

generalize more strongly by presentation of A than by ABX's. 

One way to test this alternative account of the data in Experiment 3 is to employ 



training in which the target stimulus A is always embedded in the same number of alternate 

predictors. The previous explanation arises because A is sometimes presented with two 

cues B and X on ABX trials, but other times presented with only one other cue, X on 

AX triais. However, if A was always embedded in the same number of cues then there 

would be no difference in experience with compounds between the different contingency 

treatments except with respect to A's ovenll contingency. Experiment 4 involved a 

systematic extension of the previous findings but differed in that A was always trained in 

compound with two other cues either BX or CX. If the response to A is still a function of 

its relative contingency then the argument that conditioning to A was simply a function of 

differential experience with the training compounds would be less tenable. 

Experiment 4 included a systematic replication of two ueatments from Experiment 3 

(.5/1 and .YO). These two treatments wen also run to test another possible explanation of 

the data reported in Experiment 3. There are many different combinations of trials which 

will produce the same nominal contingency for two cues and a US. For example, for a 

given combination of contingencies, the actual frequency of each trial type, and the 

distribution of USs can differ without altering the overall unconditional contingencies 

between each CS and the US. The experimenter's decision on how to instantiate 

contingencies in aial frequencies then may influence the outcome of the experiment. In 

Experiment 3 the control treatment, 30, was designed to equate the frequencies of each 

trial type with that in the blocking treatment 3 1  (Compare the trial frequencies in Table 5 

ignoring whether the US was present). One by-product of this choice is that in the control 

treatment .YO there is an increase in A's contingency conditional upon the presence and 

absence of B. A's contingency can be estimated unconditionally in which case all trials 

containing a given cue are entered into calculations of its contingency with the US. 

Alternatively A's contingency can be calculated conditional upon the presence of a set of 

local contextual cues (Cheng & Novick, 1992; Baker, Murphy & Valldee-Tourangeau, 19%; 



see also Figure 2) 

Table 6 presents the trial frequencies only for the control treatment ,510 used in 

Experiments 3 and 4. The calculation of A's unconditional contingency indicates that it 

possesses a moderate positive contingency with the US ApA=.5. This relationship is the 

same as the one programmed in the comparison experimental ,511 blocking treatment. 

However, calculating A's contingency in either the presence (ApAIB) or absence of B 

(ApA$ indicates that A's conditional contingency in treatment ,510 is .67, whereas in 

treatment .5/1 the conditional contingency is .5 regardless whether the calculation is 

unconditional or conditional upon the presence of B. Therefore A's conditional 

contingency with respect to B and the US is different in these two treatments in Experiment 

3. Having two relationships with the US following a single training regime is similar to 

Simpson's paradox (Spellman. 1996) in which a stimulus possesses more than one 

predictive relationship with an outcome depending upon the choice of comparison cue. This 

is of course very similar to the problem that Experiment L was meant to address. Use of the 

discrete trial marker was meant to define the subjective CS-US contingencies. 

In Experiment 3 the high level of responding in the ,510 group may reflect the 

animal's sensitivity to the increase in A's contingency conditional upon the prcsence of B 

rather than its contingency relative to B. There has been little previous research designed to 

test whether animals are sensitive to these type of relationships. Holland (1989) has shown 

that animals are sensitive to simple conditional relationships, but there is no research that 

systematically tests the type of conditiond statistical relationships described here. One goal 

of Experiment 4 was to demonstrate the relative validity effect from Experiment 3 

independent of any changes in conditional contingencies. 

Experiment 4 involved a .Sf 1 experimental treatment along with a 3 0  control which 

eliminated this problem. The trial fkquencies used in Experiment 4 are presented in Table 6 

for comparison. Note that A's unconditional contingency of .5 matches its conditional 



Table 6. Trial types and frequencies, conditional probabilities and Ap calculation for 

treatment ,510 in Experiments 3 and 4 comparing the unconditional ApA and the conditional 

contingencies in the presence of B (ApAls) and its absenc~ (ApAl.s). 
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contingencies in the presence and absence of B. 

In Experiment 4 a moderate positive cue ( A ~ ~ z . 5 )  was paired with an either more 

or less valid cue. Two treatments using the new control for conditional contingencies from 

Experiment 3 (.5/1 and 30) involved training with ABX, BX. AX and X trials. Two 

new groups were used which received the same training except that on trials without B 

(AX and X trials) a fourth stimulus C was added (ACX and CX). The two groups with 

this extra stimulus received the same moderate positive A and either perfect or uncorrelated 

B. Now however, stimulus C was included and was either a perfect predictor of the 

absence of the US or was uncorrelated with the US. These new treatment groups .5/11-1 

and .5/0/0 are very similar to the groups used by Wagner. Logan, Haberlandt & Price 

(1%8) in their demonstration of the relative validity effect. In their design, the common 

element (X) was always paired with either of two cues (BA, CA) but A's CS-US 

contingency was not defined because there were never any trials in the absence of A and 

therefore it is difficult to tell whether their results reflect sensitivity to A's relative 

contingency. 

Although exclusion of the trial context during the extinction test in Experiment 3 did 

not eliminate the contingency effects described in Experiment 2, in the present experiment 

two tests of conditioning to A were performed. The first included the trial context. 

Following this test the animals received additional training followed by a second test of A 

in the absence of the trial context. These two tests were conducted to compare the effects of 

testing in the presence and absence of the discrete trial context, to ensure that responding to 

cue A was not a function of a conditioned response controlled by the trial context. 

Met hod 

Subjects: Fortyeight rats were used in this experiment, all other details of the subjects are 

the same as described in the previous experiments. 

Apparatus: In addition to the auditory stimulus used in Experiment 3 (i.e.. the square 



wave tone) subjects in ,5111-1 and .5/0/0 also received training with an auditory click 

stimulus. The clicker was a 20 Hz string of clicks (approximately 80 Db) presented from 

the same speaker as the tone. 

Procedure: The rats were first trained to retrieve food from the food tny using the 

method described in Experiment 1. Following this session the rats were divided into four 

treatment groups. Two treatments ( 3 1  and ,510) were similar to the two treatments from 

Experiment 3 including only two CSs (A & B) and the trial context (X). The other two 

treatments included another CS (C). The notation for labelling these two treatments refers 

to the Ap contingency of A and B and C (ApA/ApB/Apc). Groups .5/1/-1 and .5/0/0 

received training with A. B and C. Cue A was moderately related to the US and B and C 

were either perfect predictors (one positive and the other negative) or uncorrelated with the 

us. 
A total of 80 trials were presented during each hour long session. Trials were 

presented on the basis of an irregular 35 second schedule (2-48 s). Each trial was ten 

seconds in duration. The start of each trial was marked by the entrance of the lever (X). In 

addition, on most trials combinations of the other cues wen also present. In all treatments 

cue A had a moderate positive contingency with the US [p(USIA)=.75; p(US(-A)=.25; 

Ap=.50). This was accomplished by pairing 75 % of the trials involving A (ABX and AX 

or ACX) with the US but only pairing 25 % of the trials on which A was absent with the 

US. In treatments S/ l ,  ,510 the four types of trial were ABX, BX, AX and X. For these 

two treatments, the stimuli in the rote of A and B were counterbalanced so that for half of 

each treatment A was the light and for the other half it was the tone. In the other two 

treatments, the same trial types were presented except that on all the trials in which B was 

not presented, the extra stimulus C was present. The two treatments .5/1/-1 and .5/0/0 

therefore received training with ABX, BX, ACX and CX. For these treatments A was 

always the light. B was always the tone and C was always the clicker. Table 7 presents the 



frequencies for each trial type during training as well as the frequency with which each type 

of trial was paired with the US. 

Training continued for 14 sessions followed by a single extinction test session in 

which AX and X were each presented 20 times in the absence of B and C and the US. 

Following this test the conditioning training continued during phase 2 for a further 8 

sessions followed by another test of A by itself. 

Results and Discussion 

Overall the findings of this experiment were consistent with the findings of 

Experiment 3. In spite of the two controls introduced. the fourth cue C and equating the 

conditional with the unconditional contingency of A, rats still showed sensitivity to the 

relative contingency of the cues. Comparison of the training and test data in groups .5/1 and 

.YO with S/l/- 1 and .5/0/0 suggests that there was little difference in the pattern of 

responding as a result of the inclusion of cue C. As in Experiment 3 the two treatments 

with a perfect cue B ( 3 1  and .5/1/-1) show concentrated tray entries on trials that included 

B. This discrimination was not found in the two groups in which B was uncorrelated with 

food ( 3 0  and .5/0/0). 

Tray Entries 

Pre-CS intervaIs.There were reliable differences in rates of Pre-CS tray entries. 

These are shown in the top left panel of Figure 16. The two groups with a perfectly 

correlated CS (Sli and .5/1/-1) resulted in reliably weaker rates of tray entries during the 

Re-CS. In each of the experiments of this thesis Re-CS tray entry rates have been shown 

to be sensitive to the relative validity of the cues. During the fmt 3 training blocks the 

overall ANOVA for B-Contingency [l or 01, whether the fourth stimulus C was included 

during training, and blocks (1-3) found that only the main effect for B's contingency was 

reliable [F(1,44)=9.01]. A similar analysis of the second phase of training during Blocks 4 

and 5 following the fmt test found the same reliable main effect [F(1,44)=12.7]. 



Table 7. Trial types, frequencies, conditional probabilities and Ap calculations for 

treatments in Experiment 4. 



Total US 

1 Total no US 



CS trials.The other four panels in Figure 16 show the mean log rates of tray entries 

during the different trial types. In general, the rats showed discrimination between the four 

types of trial in accordance with prediction based upon the relative contingencies. In the two 

groups in which B was a perfect predictor of food (.5/1 and .5/lI-1) tray entries were 

greater on trials with B. Tray khaviour in the other two groups was moderately high on all 

trial types. The statistical analysis of the two between-group factors B-contingency (1 or 

0), whether C was included in the discrimination, as well as the two within factors, the trial 

types (ABX. BX, AX or ACX. X or CX). and blocks (1-3) found a reliable main effect 

for trial type and the trial type by B contingency interaction [F(3.132)=103 and 

F(3,132)=76.3]. There were also reliable block effects on some trial types. The two-way 

trial types by blocks and the three way interaction of trial types, B-contingency and blocks 

were also reliable [F(6.264)=8.30 and F(6,264)=4.01]. None of the effects involving the 

presence and absence of was reliable. The effects for trial types and the interaction between 

trial types and B contingency were also reliable during phase two following the first test 

(blocks 4 and 5 minimum F (3,132)=74.3]. None of the effects involving blocks was 

reliable in phase 2. The absence of a blocks effect suggests that learning was at asymptote. 

Separate analyses of tray entry rates on each of the four trial types was justified by 

the reliable interactions.There were no reliable effects for the inclusion of C. During ABX 

trials responding was high in all four treatments, there were no reliable differences during 

blocks 1-3 [max F(1,44)=2.7]. During Blocks 4-5 there was a small effect for B 

contingency suggesting that responding on ABX trials was greater for the two groups in 

which B was a perfect predictor of the US [F(1,44)=4.37]. On BX trials there was more 

reliable evidence for this diffennce. The effect for B contingency on Blocks 1-3 was 

reliable [F(1,44)=38.8] as was the main effect for Blocks and the interaction of these two 

factors [F(2,88)=9.67 and F(2,88)=3.69]. On Blocks 4-5 the effect for B contingency was 

also reliable [F(1,44)=6.47]. Dwing the AX or ACX trials it is clear that tray entries in the 



Figure 16.The Mean natural log tray entries per minute during trial presentation in four 

session blocks during training in phase 1 and phase 2 of Experiment 4. Four treatments 

invoived a moderately positive cue A (Ap4.5) with either perfectly predictive or correlated 

alternate cues). Response rates are separated by the four trial types presented (ABX, BX, 

AX or ACX, X or CX). Two treatments received training with stimulus C which was 

present on trials in which B was not present. 



ABX 
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two treatments in which B was a perfect predictor decreased. The main effects for B 

contingency and Blocks, as well as the interaction between the two factors, were all reliable 

and the B contingency effect was maintained on Blocks 4 and 5 [minimum F(2,88)=3.69]. 

The pattern observed on X or CX trials was similar except that the effects involving 

Blocks were not reliable. However, the main effect for B contingency was reliable during 

both the initial training phase and the second phase [minimum F (1,44)=42.1]. Overall this 

pattern of data is similar to that found in Experiment 3 and suggests that tray behaviour was 

not substantially influenced by either the inclusion of cue C or the change in conditional 

contingency between A and the US. 

Lever Pressing 

CS trials.Leveis of conditioned lever pressing were also a function of B's 

contingency. Figure 17 shows how the pattern for this behaviour is reversed in comparison 

with the tray entries. Lever pressing was greater in the two groups in which B was 

uncorrelated. The overall ANOVA for Trial Type, B contingency, whether C was included 

and Blocks found reliable effects for Trial Type, B contingency, Blocks and three two way 

interactions, Trial Type by Blocks, B contingency by Blocks and Trial Type by B 

contingency [minimum F (2,88)=3.62]. The main effects for Trial Type and B contingency 

conducted on the phase two training from Blocks 4-5 were also reliable, but none of the 

effects involving blocks was significant. 

Individual analyses of the rates of lever pressing during ABX, BX, AX (or 

ACX), X (or CX) trials found that lever pressing was always stronger in the two groups 

in which B was uncorrelated and A and X were relatively more reliable predictors of the 

US. The main effects for B contingency were reliable on each type of trial [minimum 

F(1,44)=10.8]. The main effects for Blocks were only reliable on trials containing A, 

ABX and AX or ACX trials [minimum F(2,88)=5.45]. Reliable two way interactions 

between B-contingency and Blocks confirm the observation that lever pressing showed an 



Figure 17.The Mean natural log lever presses per minute during trial presentation in four 

session blocks during training in Experiment 4. Four treatments involved a moderately 

positive cue A (Ae.5) with either perfectly predictive or correlated alternate cues. 

Response rates are separated by the four trial types presented (ABX. BX. AX or ACX, 

X or CX). Two treatments received training with stimulus C which was present on trials 

in which B was not present. 
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increase over blocks in the two groups in which B was uncomlated, but that this increase 

was not observed in the other two groups [F(2,88)=4.64, F (2,88)=4.13 and 

F(2.88)=3.58 for lever pressing on ABX, AX (or ACX) and X (or CX) trials 

respectively]. Consistent with the analysis of tray entries, none of the analyses comparing 

responding in the groups that received training with the fourth CS, C1 was reliable. 

Test 

Tray Entries Figure 18 displays the tray behaviour during the Pre-CS interval and 

in the presence of the compound AX during the first test and in the presence of A by itself 

during the second extinction test. During the first test, AX elicited elevated tray behaviour 

above that observed during the Re-CS only in the two groups in which B was uncorrelated 

(.YO and .5/0/0). The analysis of the effect of B's contingency (ApB=l or ApB=O), C- 

Presence (no C, C) and Response Interval (Pre-CS. CS) found reliable effects for B's 

contingency, Response Interval and the interaction between these two factors [minimum 

F(L,44)=6.96, p<.01]. A separate analysis showed a reliable elevation of tray behaviour 

during AX from that observed during the Pre-CS only in the two groups in which B was 

uncorrelated with the US [F(1,22)=12.0, p<.OL], while the two groups in which B was 

contingent failed to show any difference between responding during the Pre-CS and AX 

[Fcl]. There was no effect of the inclusion of cue C during the test [maximum Fcl]. 

The second test of A without X found generally the same pattern of responding 

except lower Re-CS response rates overall and in particular for the .5/1 group. In this 

treatment there was a reliable conditioning effect for A. The overall analysis found a reliable 

main effect for B's contingency, and Response Interval [minimum F(1,44)=4.07] but not 

the interaction between the two p(1,44)=2.60 pc. 111. The interaction of Response Interval 

and C-Presence was reliable in this analysis [F(1,44)=5.86] which supports the 

observation that the elevation in responding during A, above that recorded during the Re- 

CS, was greater in the groups that did not receive training with C. These results generally 



Figure 18.Mean rates of tray entries during the 10 second Re-CS and during the stimulus 

presented during the two tests in Experiment 4. Test 1 involved nonrein forced exposure to 

the AX compound. The second test involved only stimulus A. 
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confirms the findings from test 1, a perfect predictor of the US reduced responding to a less 

accurate predictor. The effects and overall response rates found in Test 2 appear smaller, 

however it must be remembered that these tests were not counterbalanced and so the test of 

A alone always followed the initial extinction test of AX and therefore the weaker effect 

may reflect a weaker A-US association or experience with the nonreinforced test situation. 

Overall levels of responding were lower, suggesting that animals may have learned to 

withhold responding during test sessions. 

Lever Pressing.The mean rates of lever pressing during the first test of 

responding to AX suggest, as with the previous experiments, that the trial marker acquired 

a stronger association with the US when B was uncomlated with the US. The mean rates 

of lever pressing during the test in groups ,511 and Sill-1 were .789 and .7 17 while in the 

two groups without perfect predictors of the US ,510 and SIOIO they were 1.97 and 1.33 

respectively. An overall analysis of B's contingency (ApB=l or ApB=0), C-Presence (no 

C, C) only found reliable effect for B contingency, F(1,44)= 13.2. 

This experiment demonstrates that the conditioned response elicited by a moderate 

predictor for the US was weaker when training involved a better predictor of the US. These 

relative validity effects like Wagner, et ale's (1968) original experiments were not simply a 

function of the number of pairings between A the US in the different compounds, rather the 

effect is related to the overall predictive relation between A and the US relative to the other 

trained cues. This effect was also not a function of any difference between the conditional 

and unconditional contingency between A and the US which may have contributed to the 

effect observed in the .5/0 treatment of Experiment 3. While this experiment does not rule 

out the possibility that rats can learn conditional contingent relationships it does show that 

the present relative validity effect was not an artifact of an increase in the conditional 

contingency. 

There was additional support for the role of the trial context in mediating 



contingency effects. The trial context acquind greater control over lever pressing as the 

relative validity of the other two discrete cues were lower. 

Experiment 5 

The experiments described so far have examined how learning a CS-US 

contingency can be influenced by concurrent learning of other stimuli (discrete CSs or trial 

markers). In general the CSs used in these experiments are considered predictors of the 

US. These predictors acquire greater control over conditioned responses as their 

contingency increases relative to other possible predictors. In Experiments 1 and 2 the 

discrete CS was compared with a trial marker cue while in Experiments 3 and 4 multiple 

discrete cues and a trial marker cue were each mined with different positive relationships 

with the outcome. A computational account based on calculations of normative 

contingencies might explain and predict when animals will respond to one stimulus over 

another. One interesting question raised by this research is whether these relative validity 

effects are dependent on the valence of a cue's predictiveness. 

There are at least two factors that might contribute to the relative validity effect. The 

relative strengths of the relationships between each CS and US is one factor. So far we 

have considered how relatively more contingent predictors may reduce the ability of weaker 

predictors to enter into association with the US. From the perspective of the normative 

theory involving sensitivity to causal relationships this result may be seen to make some 

intuitive sense. A stimulus fails to elicit a preparatory or consummatory response because 

there is a better predictor in the environment to which an animal might attend and learn. The 

RWM is able to predict this result simply by using the notion that temporal contiguity 

between CS and US favours more accurate predictors. 

The focus so far has been to examine how two positive predictors of the US 

interact. Consider how the absence of a stimulus can also be a very accurate predictor of the 



US. In conditioning terminology this is the notion of a conditioned inhi bitor, which 

accurately predicts the absence of a US, and the CS absence predicts the presence of the 

outcome (e.g., Rescorla, 1969a). A strong negative predictor of an outcome can provide 

perfect information about when the outcome will and will not occur, without ever actually 

being paired with the US. The question arises whether the informativeness of a perfect 

negative predictors can reduce responding controlled by positive predictors that may be less 

accurate but at least sometimes paired with the US. 

There is research showing how stimuli which themselves signal no US can interfere 

with associative learning. For example, a well known effect is the CS pre-exposure effect 

(or latent inhibition) in which acquisition of excitatory conditioning to a CS is impeded by 

pre-exposure of the CS (Lubow & Moore, 1959). Furthermore Reed (1995) has examined 

the CS pre-exposure effect with compounds and has shown that pre-exposure to a 

compound AB* will also interfere with subsequent conditioning of the elements of a 

compound. This effect can be reduced with prior nonreinforced exposure to one element of 

the compound. Re-exposure to A' interferes with the CS preexposure effect found with B 

produced by AB' training. The implication is that a signal for no US can interfere with 

another signal for no US. Reed suggests that the associative rules governing blocking with 

a positively correlated stimulus are the same as those governing negatively correlated 

stimulus. However, there is little research to show whether relative validity effects can 

occur with negatively correlated cues, and whether these effects are a function of the 

negative Ap contingency. From the perspective of normative contingencies, the valence of a 

cue's predictive relationship is irrelevant. From the perspective of traditional associative 

theories cues are learned because they are involved in pairings between the CS and US. The 

following experiment will examine whether a perfect negative predictor (i.e., one that is 

never paired with the US) can interfere with responding controlled by a moderate positive 

predictor for the US. 



The experiment that follows reports the effect of a perfectly positive predictor, a 

perfectly negative predictor and a nonpredictive cue ( A b = i ,  -1 or 0) on responding to a 

moderately positive pndictor (ApA=S) . If the relative validity effect is purely a function of 

relative informativeness about when the US will occur, animals may be able to represent the 

informativeness of both the presence and absence of the stimulus. Theoretically, this might 

nquixe a more complex associative structure possibly involving associations with noUS 

events. If, on the other hand, the relative validity effect arises out of a competition between 

the two predictors for direct association with the US then the relative validity effect may 

only occur in group S/l .  

Although so far I have described negative continency blocking as possibly 

involving blocking by knowledge of the absence of the US, the R W M  predicts negative 

contingency blocking without involving representations of the absence of the US. The 

model predicts that a perfect predictor of the absence of the US will cause a reduction in 

associative strength to a moderate positive predictor. To understand the model's prediction 

requires examining the model's behaviour during this type of experimental design in more 

detail. 

The predictions for the final associative strength in the three groups described here 

are presented in Figure 19. The finding that a cue should acquire more associative strength 

following .YO treatment than .5/1 contingency treatment has been dealt with in the 

discussion of Experiment 3. The model correctly predicts that the moderately positive cue 

(open circle) A acquires more associative strength in treatment .YO (middle panel) than in 

treatment .5/1 group (top panel). In simulations of treatment .5/1, the relatively more valid 

perfect predictor B (ApB=l), successfully competes with the less valid A for the limited 

amount of associative strength (A). Note all three cues A , B and the context X initially 

acquire similar amounts of associative strrngth, but that over time B acquires all the 

strength and A and X lose associative strength as a result of nonreinforced exposure. X 



Figure 19. Cumulative associative strength predicted by the Rescorla-Wagner model 

(1972) for the three treatments in Experiment 5. These strengths represent the asymptotic 

weights predicted by the model. The perfectly predictive B acquires all the associative 

strength in treatment 3 1 ,  A and X share strength in treatment ,510 and X acquires dl the 

stremgth in treatment S/- 1.  
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loses strength faster and more completely because it receives the greatest nonreinforced 

experience. Eventually A and X have lost most of any initial strength acquired during the 

early stages of training. 

In contrast. during the course of training with the negative contingency tnzatrnent 

.5/-L (bottom panel), only A and X are able to acquire any positive associative strength. B 

is never present on trials with the US so it can not compete directly with A for association 

with the US. However, as B acquires inhibitory strength following pairing with the two 

excitatory cues A and X, B slowly increases its ability to protect A and X from losing 

associative seength on extinction trials. Cue B successfully competes for all the negative 

associative strength, however, unlike the .5/1 treatment, A and X are able to acquire and 

initially maintain gains in positive associative strength. The surprising prediction of the 

model is that X receives the most protection from the loss of positive strength on 

nonreinforced trials. Eventually. the partially reinforced context cue X is able to compete 

with A for associative strength until it ultimately acquires all of it. The bottom panel of 

Figure 19 shows how initially A acquires more associative strength than X on blocks 2 and 

3, but that X eventually acquires A's associative strength. At asymptote, the model predicts 

that a perfect negative predictor can reduce responding to a moderately positive cue. 

According to the modcl the negative contingency blocking effect is mediated by the strength 

of the context X. In summary. the model predicts that experience with either a perfectly 

positive (top panel) or perfectly negative predictor (bottom panel) of the US will reduce the 

acquisition of associative strength by the less valid predictor A. Both of these predictions 

involve competition between two positively related cues, A and B in the first case and A 

and X in the latter. 

In addition to this prediction of the RWM, this experiment will test the 

generalisability of the basic multi-cue relative validity effect reported in Experiments 3 and 

4. Experiments 3 and 4 did not involve complete counterbalancing. Experiment 5 involves 



two treatments ( 3 1  and 3 0 )  that have been used in both Experiments 3 and 4. To increase 

the generality of these findings Experiment 5 used a difise auditory stimulus in the role of 

the trial context, rather than the lever. 

Although the use of two CSs that elicit different responses has some advantages, 

this might expose these experiments to a possible criticism.The associative and 

nonassociative explanations of contingency leaming discussed so far explain the effect in 

terms of some type of cognitive learning. Either associations are formed and combined by 

specific rules, or alternatively various mental calculations are performed. More importantly, 

during training the rats were assumed to be exposed to all the stimuli and that the 

conditioning mechanism, whatever that may be, selected which stimuli to respond to. It is 

possible, however, that the results reported may reflect a peripheral attention deficit. This 

account suggests that in the current preparation while rats had their heads in the tray area, 

they did not or could not attend to the lever and, hence, in some groups failed to learn about 

it. This potential alternative explanation might imply that the present contingency effects are 

an artifact of the spatial location of the cues. However, this does not challenge the 

computational description of Pavlovian conditioning. Rats are still sensitive to absolute and 

relative CS-US contingency, but rather the algorithm that supports this computation may be 

even simpler than associative competition or comparison. 

Experiment 5 uses a diffuse auditory stimulus rather than the localized lever. The 

auditory stimulus should be less likely to elicit a competing CR or peripheral response. 

Although it is never possible to entirely eliminate such arguments, this will weaken the 

response or peripheral attentional competition argument which holds that the relative 

validity effects nported here is a function of these peripheral mechanisms. 

Method 

Subjects and Apparatus:Thirty six rats were used for this experiment. In addition to the 

stimulus light (A) and tone (B) from previous experiments a mechanical d a y  placed on the 



outside wall of the training chamber was made to open and close at 7 cycles per second. 

This produced an audible clicking (X) and vibrations to the box. All other equipment unless 

otherwise stated was the same as that used in previous experiments. 

Roeedure:Initially rats were trained to retrieve food pellets from the food tray using the 

same treatment regime described in earlier experiments. Following this, twelve animals 

were randomly assigned to each of the three treatments (.5/1, .YO and .5/-1). Each session 

consisted of a successive discrete trial discrimination procedure in which (X) signalled each 

of 64 ten second trials presented on an irregular 25 (2-58) second schedule. The end of a 

trial was always signalled by the cessation of the relay clicker which coincided with the 

delivery of the US on half the vials (32). Each treatment involved the same four trial types 

ABX, BX. AX and X alone. The frequency of these trial types in the three treatments and 

how the USs were distributed is described in Table 8.75% of the trials with A were paired 

with the US and 25% of the trials without A were paired with the US. Thus. A was a 

moderate positive cue for the delivery of the US [p(USIA)=.75 p(US1-A)=.25, Ap=0.5]. 

The three treatments differed with respect to how well B signalled the US. In treatment 

,511, all of the US deliveries were signalled by a trial with B and no USs occurred on trials 

without B. In treatment .5/4 none of the US deliveries were signalled by trials containing 

B and all trials without B were paired with the US. In treatment 3 0 ,  half of both US and 

NoUS trials contained B. Conditioning training continued for 14 sessions followed by a 

single extinction test containing 32 ten second nonreinforced presentations of A in the 

absence of any other discrete cue. All test vials were presented using the same variable 

interval as during training. 

Results and Discussion 

Training 

Pre-CS intewakBy the end of the first phase of training, tray entries during the 

10 second Re-CS period was equivalent in all three groups. The top panel of Figure 20 



Tabk 8. Trial types, frequencies, conditional probabilities and Ap calculations for 

treatments in Experiment 5. 





shows the mean natural log tray entry rates from the Re-CS interval in four session blocks 

(omitting sessions 1 and 2). A Groups by Blocks analysis of the Re-CS data found a 

reliable main effect for Blocks and reliable Groups by Blocks interaction [F(2.66)=23.8 

and F( 4,66)=2.82]. The interaction reflects the stronger Re-CS responding in group 3 - 1  

on Blocks 1 and 2. Post Hoc comparisons of each block found that .5/-1 differed from .5/1 

on block 1 and 3 - 1  differed from both ,511 and .YO on Block 2 but these differences were 

not reliable by block 3. 

CS trials.The rates of tray entering during the four trial types (ABX, BX. AX 

and X) are presented in the lower four panels of Figure 20. These rates generally reflect the 

fact that the .5/- 1 group responded less on the two trial types containing the negatively 

correlated stimulus B (ABX and BX), that group .5/ 1 responded more on these two types 

of trial and that group 3 0  responded more on trials containing A (ABX and AX). 

Individual analyses of the data support these observations. During ABX trials, responding 

was lower for the SI-1 treatment reflecting that ABX was never paired with the US. The 

Treatment by Blocks analysis found a reliable main effect for Treatment and a Treatment by 

Blocks interaction [F(2,33)=11.2 and F(4.66)=3.17 respectively]. Post hoc analyses 

showed that SI-1 differed from the other two groups on Blocks 2,3. Responding during 

BX trials similarly discriminated the treatments. Only the main effect of Blocks was reliable 

[F(2,33)=3.11]. A post hoc analysis of the data from the final block found a reliable main 

effect for treatment [F(2,33)= 6.451. Individual post hoc comparisons found only that tray 

entry rates were higher in 3 1  than in the .5/-1. The Treatment by Blocks analysis on AX 

trials found a reliable main effect for Treatment and a reliable Treatments by Block 

interaction [F(2,33)=25.9 and F(4,66)=2.74]. The interaction reflects the low responding 

to AX trials in the S11 group. Post hoc analyses revealed that the Treatment effects were 

present on Blocks 2.3 of training. Finally, the Treatments by Blocks analysis of 

responding to the trial marker alone (X) revealed reliable main effects for Treatment and 



Figure 2O.The Mean natural log tray entries per minute during the trial presentations in 

four session blocks during Experiment 5. Three treatments involved a moderately positive 

cue A (A@S) with either a perfect positive. perfect negative or uncorrelated alternate cue. 

Response rates are separated by the four trial types presented (ABX, BX, AX, X). 
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Blocks [F(2,33)=5.46 and F(2,66)=6.70 respectively] but not the interaction. However the 

figure suggests that the interaction in this analysis may be confounded by the two main 

effects. An analysis of the data from the third block showed a main effect for treatment 

[F(2,33)=3.77]. A planned comparison of responding to X in treatment .5/-1 compared 

with the other two treatments found a reliable difference supporting the observation from 

the figure that in this treatment the trial context controlled a higher rate of tray entries than in 

either the other two treatments [F( 1,33)=7.16]. The difference between treatment S/ 1 and 

.YO was not reliable[F<l]. In summary, these training differences generally reflect the 

sensitivity of the three groups to the presence of elements of the compounds that signalled 

an increase in the likelihood of the US and support the prediction of the RWM that 

conditioning of the trial context should be greatest in treatment .5/- 1. 

Test 

The crucial data from the test of tray entry rates during the Pre-CS and during 

exposure to stimulus A when presented by itself are presented in Figure 21. This was the 

first time that the subjects received stimulus A without the accompanying stimuli B and/or 

X. To assess whether each group showed increased rates of tray entering in the presence of 

A Figure 21 compare tray behaviour during the Re-CS with that during the A. An analysis 

of Treatments (.5/1, .5/-1 and .YO) by Response Interval (Re-CS, A) found a reliable 

Treatment by Interval interaction [F(2,33)=3.32]. Individual tests of conditioning were 

conducted using single degrees of freedom F-tests for each group. Responding was 

elevated during presentation of A only for the 3 0  group [F( 1,11)=7.40; F( I, 1 1)cl for 

groups 3 - 1  and .5/1]. A direct post hoc test of responding during the Re-CS comparing 

the .SI-1 group with the other two groups found a reliable difference [F(l,33)=6.02]. This 

shows that Re-CS response rates were higher in the Negative contingency group. A test of 

responding during A comparing .5/1 with the other two groups was also reliable 

[F(1.33)=5.89]. The rate of responding during A was lowest in the positive contingency 



Figure 21.Mean rates of tray entries during the 10 second Pre-CS and during the stimulus 

presented during the test in Experiment 5.The test involved nonreinforced exposure to A. 
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blocking treatment (Sl l ) .  These results are consistent with the observation from Figure 21 

that only the control group (.5/0) showed evidence of a conditioned response to A. The 

absence of a conditioned response in the .5/1 group replicates the relative validity effect 

from Experiments 3 and 4 in which the lever interfered with the elevation in tray behaviour 

observed to a moderately correlated A. This present experiment which used an auditory cue 

in the role of trial marker, suggests that the previous results were not dependent on 

incompatible responses generated by the lever. In spite of the relatively high rate of 

responding during A in the negative contingency group responding in this group was 

elevated during both the Re-CS and during the CS suggesting that the moderately positive 

cue did not elevate tray entry rates from that observed during the Re-CS. 

The findings described here are consistent with the prediction that informativeness 

of a stimulus determines whether a CS will block or reduce responding to a cue. In group 

3 1 ,  a strong positive CS and in group .5/4 a strong negative correlation between a CS 

and the food reduced the strength of a conditioned response controlled by a less accurate 

positive predictor of the US. Experiments 3 and 4 demonstrated the attenuating effect of 

strong positive predictors while Experiment 5 showed that strong negative predictors also 

reduce responding to moderate p s i  tive predictors. 

From the perspective of theories of associative competition (Rescorla & Wagner, 

1972), relative validity effects emerge as a function of direct competition between CSs for 

association with the US. It might not be surprising if negatively contingent CSs that. 

themselves never paired with the US were unable to mediate relative validity effects, if 

these effects emerge out of competition for association with the US. However, the results 

clearly show that negative predictors of a US can decrease the conditioned response of a 

positive but less correlated cue. One of the features of the Rescorla-Wagner model is that 

inhibitory strength is only acquired by a stimulus as a result of pairing with other cues that 

have themselves been paired with the US and have excitatory strength. This asymmetry 



between the process &scribing acquisition of excitatory and inhibitory strength is a feature 

of the model (Baker, 1974). During nonreinforced stimulus training the elements of 

compound CSs will compete for negative associative strength. Like strong positive 

predictors, strong negative predictors will successfully block less accurate negative 

predictors from acquiring negative associative strength. This means that a cue can receive 

protection from the effects of extinction. In the case of the 3 - 1  treatment in Experiment 5 

the model predicts that cue X, that was itself reinforced 50%, would receive protection 

from the loss of excitatory strength when paired with B. The partially reinforced stimulus 

X becomes 'super'excitatory, in that it acquires all the available strength (see Figure 19). 

This is much more than would be expected in the absence of the inhibitory cue. The 

empirical support for this prediction is derived fmm the rates of responding to stimulus X 

during training and during Re-CS rates of tray entering. Re-CS rates of responding, a 

measure of contextual conditioning, were greatest in the -51-1 treatment. In addition the 

analysis of tray entries to the trial marker X also suggests that responding to X was greater 

in treatment .5/-1 than either 3 1  or S10. This finding provides direct support for the 

theoretical explanation of the relative validity effect as described by the RWM. The context. 

X is predicted to acquire most of the associative strength and block acquisition of 

associative strength by the moderate cue, A. The finding of significant Pre-CS rates of 

responding in some treatments suggests perhaps that the discrete cue trial marker was not 

entirely successful at blocking contextual conditioning. 

In summary, the Rexorla-Wagner model provides very specific predictions about 

how cue X should be protected from the normal loss of associative strength that it would 

experience during nonreinforced training, and this allows X to compete with the moderate 

positive predictor A resulting in the attenuated control of responding by A. This experiment 

provides a unique demonstration that a partially reinforced stimulus with a 50% 

reinforcement schedule (the trial context) is able to successfully compete with a stimulus 



which is paired with a greater probability with the US (A was reinforced 75% of the time it 

was presented). This result emerges from the competition for associative strength predicted 

by RWM. The Rescorla-Wagner model provides a plausible associative account of 

sensitivity to relative CS-US contingency, both positive and negatively correlated cues. 

The associative comparator theories described earlier can also account for these 

~ s u l t s  if it is assumed that the comparator stimulus for A in treatment .5/- 1 is X and the 

comparator stimulus for A in .5/1 is B Mller & Schachtrnan, 1985). While comparator 

theory is explicit as to how associations are formed, and is clew in stating that the strongest 

relative association will control behaviour, these models are not explicit as to how to 

identify the comparison stimuli. One might expect that A should be the comparator stimulus 

in both 3 0  and Sf-1 groups since it is reinforced on 75% of the trials. However, as we 

have just seen X would have to be the comparator stimulus in group .Sf-L in order to 

predict the blocking even though it is reinforced on only 50% of the trials. Other 

comparison theories also fail to accurately predict the blocking effect of X. For example, 

the average waiting time for the US (Gibbon & Balsam, 1981; Jenkins, Barnes & Barnera. 

1981) is greater during X than A in treatment ,511, yet X still seems blocks A's ability to 

control responding. Without a mechanism for selecting comparison stimuli, comparator 

theories are unable to make accurate predictions of some selective association effects. 

General Discussion 

The findings of these experiments contribute to a body of literature which draws an 

analogy between learning during Pavlovian conditioning and sensitivity to a measure of 

overall pndictiveness, CS-US contingency. Conditioning preparations involve instituting a 

statistical relation or contingency between the presentation of the CS and the US. This is a 

relationship that can be described by various contingency metrics (Allan, 1980; Hammond 

& Paynter, 1980). It has been suggested that learning occurring during conditioning 

quires sensitivity to this relationship while Papini and Bitterman (1990) have called for 



the abandonment of this theory. The present results are quite consistent with the former 

interpretation. It is difficult to imagine a simple explanation of these data that does not 

involves the use of the notion of the overall CS-US contingency. 

In addition, contingency learning is similar to the type of learning required to 

perform causal induction embodied by Mill's Joint Method of Agreement and Difference 

(hhk1, 1843/1973). Identifying causes of events requires assessing how consistently an 

outcome is signalled by an event [i.e., p(CSIUS)] as well as how likely the outcome will 

occur in the absence of the event [i.e..p(CSI-US]. Similarly, Pavlovian conditioning may 

have evolved to help animals distinguish relevant predictors from irrelevant or redundant 

predictors of important biological outcomes (Mackintosh, 1977). 

Rather than suggesting that animals ~ IE  engaged in causal reasoning in the sense 

commonly used to describe human reasoning, it is possible that evolution took advantage of 

the fact that the true cause of an event is often also the most contingent candidate. Humans 

have since developed a philosophical and mathematical framework for describing causal 

relationships, but much of this is presaged by the way learning systems work. Associative 

processes like those described by Rescorla and Wagner (1972; or Pearce, 1987) can mimic 

this form of causd reasoning using a competitive mechanism for accumulating associative 

strength which dynamically updates associative strength on the basis of the relative 

likelihood of the US in the presence and absence of the CS. Sensitivity to basic aspects of 

the causal structure of the environment allows the rat to behave as if it expects causes to 

produce their outcomes. This can be described by simple network models of learning 

involving associations between events (Gluck & Bower, 1988; Pearce, 1987; Rescorla & 

Wagner, 1972; Sutton & Barto, 198 1). Similarly, the Rescorla-Wagner model has been 

used as a model of human causal reasoning (Baker, Murphy & VallO-Tourangeau, 1996). 

The possibility that has been tested in this thesis is that Pavlovian conditioning may 

reflect a simple evolved causal rrasoning mechanism to &al with a fundamental 



environmental problem. Previous research has had difficulty testing this hypothesis given 

the nature of contingent relationships and the associated problems of defining them in an 

experimental situation. In traditional conditioning procedures it is difficult to separate the 

effects of CS-US contiguity from CS-US contingency. The use of the discrete trial marker 

in this thesis allowed control over the signalling information normally provided by 

environmental contextual cues. This is important for several theories because most theories 

posit that learning about the context mediates contingency sensitivity. The present 

procedure allowed direct control over the trial context and provided a measure of contextual 

conditioning. The results from all 5 experiments generally supported the theory that rats 

were sensitive to changes in the Ap relationship between CS and US. In addition, this 

sensitivity depended upon the Ap of accompanying cues. It was proposed that whether a 

stimulus becomes conditioned is determined at least in part on the basis of its relative Ap 

contingency with respect to all other CSs and contextual cues. 

Generally, conditioned responses were greater with n CS that signalled an 

increased likelihood of the delivery of food from that experienced in its absence 

[p(USICS)>p(USI-CS)]. A stimulus' absolute contingency resulted in more conditioning. 

In Experiments 1 and 2, conditioned tray entries or lever pressing, increased appropriately 

as Ap increased. This is similar to the basic contingency sensitivity effect first demonstrated 

by Rescorla (1968. i969a, 1969b). However, unlike Rescorla's, experiments the 

contingency was defined relative to a second CS, a trial context, rather than simply to the 

background cues and measurements of conditioning to this cue supported the choice of 

theory for the effect. The trial context was of similar salience and of the same duration as 

the target CS and elicited its own conditioned response (Experiments 1,2,3 and 4) or the 

same conditioned response as the CS (Experiment 5). Conditioned tray entries elicited by 

the CS were stronger with relatively stronger CS-US contingencies (i.e.. as they approach - 
1 or +I) in relation to the discrete trial marker. 



In the associative learning literature, Context -US associations are almost 

universally the intervening variable invoked to account for sensitivity to CS-US 

contingency (Baker, Murphy, Vallke-Tourangeau, 1996). Experimental support for this 

idea was provided by Odling-Smee (l97Sa; 1975b; 1 W8), who demonstrated how 

decreases in CS-US contingency increased a conditioned response directed at contextual 

cues. This was particularly important because it supported the associative explanation of 

contingency learning devised by Rescorla and Wagner (1972). Their theory suggests that 

the CS and the Context compete for association (Baker, Singh & Bindra, 1985; Durlach, 

1983; Durlach, 1989b; Tornie, 1976). An important idea that follows from the RWM is that 

contexts and CSs have similar roles during conditioning. They both acquire associations 

with the US. But, in the standard conditioning preparation in comparison to a 10 second 

CS the general cues of the context are quite different (i.e., that they are longer in duration, 

multi-modal etc.). It might be difficult to control the amount of exposure to these cues. 

Standard contextual cues may also play a second role in a standard conditioning procedure, 

in addition to their role in defining the contingency. Contextual cues have also been 

implicated in fundamentally different associative structures. For example, contexts have 

been described in terms of complex spiltial cues (i.e., spatial maps: O'Keefe & Nadel, 

1978) or in terms of their ability to signal other associations (i.e., occasion setting; e.g., 

Holland, 1992). The RWM suggests that contexts and CSs, however, share a common role 

in spite of any other differences. 

The RWM proposes that contexts like the CS can act like a single configural signal 

for the US and thereby acquire association with the US much like a regular discrete CS. 

This similarity was the source of the idea for the nial marker. A discrete CS could be used 

in the place of the general contextual cues (e.g., Baker, Singh & Bindra, 1985; Tanner, 

Rawlins & Mellanby, 1989). In this thesis a trial marker was adopted that logically 

maintained the contingency information role normally played by the general chamkr cues. 



The RWM is not alone in asclibing an important role to contextual cues. Other 

associative theories make similar predictions, but the mathematical formalisation and 

relatively modest number of internal variables makes the Rescorla-Wagner model an 

appealing candidate. In general, the RWM predicted the 1) sensitivity to Apc.5 and 0 

contingencies in Experiments 1 and 2 as well as the 2) effect of US density on conditioning 

to the same Ap contingency and 3) the sensitivity to relative contingencies (Experiment 3.4 

and 5) including the predicted role for the context in the explanation of the negative 

contingency blocking effect (Experiment 5). 

Nonassociative accounts also propose a role for the context (Cheng, 1997). One 

normative computational theory of causal reasoning attributes causal reasoning to a conflict 

between the information provided by the putative cause and the base rate of the effect. 

Rather than viewing this similarity as a conflict between an associative and normative causal 

reasoning account. I have argued that the similarity is actually an important similarity 

between a representational theory of Pavlovian conditioning and a computational account of 

causal reasoning. 

Pavlovian conditioning at a computational level mirrors the type of human causal 

reasoning performed by scientists. Both are governed by the goal of identifying the likely 

cause of an event and both have settled on a similar soiution, which is to use covariation 

information, There are however certain mismatches between animal behaviour and this 

contingency norm. For example, in many of the experiments reported here there was 

evidence that some cues that were not the best or most valid predictor still attracted some 

level of conditioned responding (e.g, the Re-CS rates in most experiments). The general 

contexhlal cues of the chamber were always less valid then any of the discrete CSs and 

therefore should never have elicited any behavioural change. This relative validity effect on 

the general contextual cues is not anticipated by the normative account, it should be added 

the RWM also fails to predict this difference (see also, Williams. Frame & LoLordo. 1992 



for a failun to find blocking of contextual associations). The RWM predicts that the 

associative strength of the general contextual cues should be close to zero given the 

relatively stronger discrete cues (see Murphy. McDonald & Baker, 1998). 

The different conditioning theories available are successful in varying degrees at 

predicting the data from these experiments. The many attempts to incorporate these notions 

in simple associative terms have proven quite successful. Rescorla and Wagner used the 

idea that a US has only limited abilities to strengthen an association resulting in cue 

competition for association. Wagner (1980) has proposed an account based on a limited 

memory capacity. Pearce & Hall (1980; and Mackintosh, 1974) proposed that stimuli are 

differentially associable as a result of changes in CS-US contingency. They claimed that 

associability was determined to the extent to which a CSs did not predict its consequences. 

Finally, Pearce has recently attempted to describe some selective association effects from 

the perspective of processes of configuration and generalization (e.g.. Pearce, 1997). Each 

of these attempts to explain Pavlovian conditioning have come to the conclusion that 

conditioning was more complex and multi-dctermined than initial conditioning-extinction 

theories credited (Rescorla, 1988). However. what has been lacking in previous attempts to 

discriminate the different approaches is the conceptual framework for describing the 

environment in which the animals are learning. 

An appreciation of environmental contingencies and an optimal assessment of 

contingencies can be used to aid our understanding of the mechanism that underlies 

conditioning. The fact that contingencies are determined subjectively evaluated on the basis 

of relative validity comparisons provides an important framework for understanding 

conditioning. This in turn provides testable predictions about when conditioned behaviour 

might occur. The results of experiments designed to test these predictions provides a 

method for discriminating among the different associative algorithms that have been 

proposed to account for conditioning. 



Papini and Bitterman (1990) rejected the notion of contingency in Pavlovian 

conditioning. However, it would be difficult to reconcile the data presented here with their 

thesis. It seems possible that Papini and Bitterman have simply confused two different and 

separable levels of analysis. The findings of these experiments do not demand that rats 

learn contingencies by calculation of a sophisticated statistical concept such as Ap. Rather, a 

consideration of the various theoretical accounts demonstrates how there are many simpler 

possibilities available. Ap was used as a theoretical tool to guide experimental design 

because it suggested normative calculations to which the animals behaviour may or may not 

conform. Given a framework that suggested that animals learn about the most valid 

relationship in the environment the question that follows is; by what criteria are 

relationships evaluated? Is it by the number of CS-US pairings, the proportion of 

reinforced CS trials, predictive valence of the CS or some variable. In these experiments 

animals almost always behaved as if they were sensitive to the Ap contingency but. as Man 

(1982) has shown, computational level analyses only describe the informational content of 

a cognitive problem without providing a representational or algorithmic analysis. In these 

experiments the Rescoria-Wagner model's algorithm provides a good account of the CS 

and trial context data as well as the relative validity effects. 

The second important theoretical advance suggested by these experiments is the idea 

that the contingency between any CS and a US is evaluated with respect to the general 

context but also with respect to any other discrete CS. Experiments 3,4 and 5 explored 

multiple CS condi t i o ~ n g  and sensitivity to relative contingencies. In all experiments 

animals developed the strongest conditioned response to the CS with the strongest relative 

contingency. 

The basic relative validity effect described by Wagm, Logan, Haberlandt & Price 

(1%8) along with other selective association effects (Kamin 1%9; Rescorla, 1%8) have 

been pivotal in shaping much experimental inquiry in learning since their initial description. 



These experiments showed that unconditional CS-US contiguity history can not always be 

used to predict whether an animal will develop a conditioned response to a CS. Relative 

validity effects have been interpreted as demonstrating a number of different psychological 

processes. None, however, have been very specific. One interpretation suggests that CS 

processing is mediated by informativeness (Egger & Miller, 1962). However, it has never 

been clear what information the CS was supplying, nor how it was evaluated. For example, 

Kamin suggested that the blocking effect demonstrated that surprise mediates learning. 

However, the conditions that elicited surprise were almost entirely defined by the blocking 

procedure that he was trying to explain in the first place. Similarly others have suggested 

that these effects reflect sensitivity to redundancy (Egger & Miller, 1962; Rickert, Lorden, 

Dawson, Smyly, and Callahan, 1979), but have not described exactly what makes a 

stimulus redundant. The closest that any writer has come to making an explicit statement 

about this issue is Wagner himself who proposed that validity or informativeness of cues is 

defined by the probability that it will be paired with the US (p(USICS). Wagner's reliance 

on this conditional probability to explain his results might be appropriate for his 

experiments which only involved a partially reinforced test cue. With the design of that 

experiment the p(US1CS) is highly correlated with Ap. The relative contingency hypothesis 

proposed here suggests rather that validity is determined by the relative contingency defined 

approximately by Ap [p(USICS)- p(US lnoCS)]. 

Causal Knowledge 

One question that emerges from this animal research is related to causal reasoning in 

humans. To what extent does Pavlovian conditioning actually involve learning of causal 

relations in the way that humans may understand cause? The notion of causation in human 

reasoning seems to involve at least two distinct ideas. Firstly, the acquisition of causal 

knowledge seems likely to involve both an appreciation of covariation (Baker, Murphy & 

Valltk-Tourangeau, 19%) and possibly an appreciation of a causal model in which causes 



and their outcomes are Linked by generative power (Cheng, 1997; Dickinson & Shanks, 

1995; Kant, 187111965; White, 1991). Cheng for example, argues that true causal 

knowledge involves this second fom of understanding that there is a causal force that 

produces an event. This idea is similar to the notion that c a w s  are perceived as 

transmitting a form of energy to produce their effect. This knowledge is referred to as 

causal power (Cheng, 1997). One might argue that humans have an understanding of 

causation at both these levels, but that animals may only be able to leam about causes at the 

level of covariation. If at least part of causal knowledge is acquired by an appreciation of 

covariation. then the experimental evidence described here demonstrates that, at least at the 

level of performance, rats have a relative1 y sophisticated appreciation of relative 

contingencies and therefore of the causal structure of their environments. This appreciation 

goes beyond simply learning about the probability of reinforcement and is more akin to the 

methods of agreement and difference used to describe the acquisition of causal knowledge. 

From this perspective rats could be argued to possess at least one form of causal 

knowledge. 

Others are more conservative and have suggested that only the second of these 

forms is true causal knowledge. Dickinson & Shanks (1995) have proposed that true causal 

knowledge emerges only from an appreciation of the causal energy supplied by a cause (see 

also, Kumer, 1995). Their data from an instrumental conditioning procedure with rats does 

not rule out the idea that animals can learn h s  second form of true causal relationships. 

These experiments involve rats acquiring instrumental behaviour, such as lever pressing 

leading to food. Their interpretation is that the animals have learned that their behaviour 

produces the food. In contrast, they suggest that Pavlovian conditioning experiments of the 

form described in this thesis have only ever showed that an animal learns covariation, not 

that they actually learn a causal relation between a CS and US. Animals might show 

increased tray entries, but we will never know whether they have any knowledge about 



whether they expect food. Of course they can not expect that the animal would learn in what 

physical way the appearance of the CS generatively produces the US; since in most 

experiments the causal relation is only instantiated in the computer program written by the 

experimenter (Einhorn & Hogarth, 1986). But they argue that the animal responds to the 

CS without any knowledge that the CS predicts the occmnce of a specific US. 

The idea that the animals have a truer causal understanding because the behaviour 

involves an instrumental action may simply reflect a biased understanding of human causal 

reasoning. Philosophers have argued that there is only contingency knowledge for causal 

relations (Mill, 18431 l973), and that all causal know ledge, regardless of how sophisticated, 

is acquired from contingency information. Differences in causal knowledge may only be 

quantitative rather than qualitative. 

If this is true then any system that represents this type of relationship has true causal 

knowledge. The problem in the past has been to explain how both humans and non-humans 

are able to learn about an event and its outcome and to ignore many other potential causes. 

The relative contingency hypothesis predicts that contingencies are evaluated with respect to 

all possible cues and that the most contingent cue acquires strength at the expense of a less 

comlated cue. A similar idea was explored by Cheng (1997) in human causal reasoning. 

She argued that people acquire causal information by performing multiple conditional 

contingency calculations, and that the cue with the strongest conditional contingency with 

an outcome would be identified as the cause. This thesis explored this idea with rats. An 

associative interpretation was shown to provide a plausible description of the underlying 

psychological processes and offer an explanation for why certain cues are able to interfere 

with learning other cues. 

Implications 

The basic notion that Pavlovian conditioning involves sensitivity to contingencies 

was established by Rescorla's f i t  experiment. However, the experimental design and 



procedure is open to criticism (Papini & Bitterman, 1990). Furthermore, even those that 

accept the experimental results still resist the basic finding. I will now consider one 

associative leaming experiment that demonstrates as an example the failure of current 

research to incorporate the notion of contingencies into experimental design. 

In the field of research in Pavlovian conditioning there is still a belief that 

conditioning involves learning about simple CS-US pairings. To test this hypothesis 

researchers compare a CS-US paired group of animals with an unpaired CS-US group. To 

test simple conditioning-extinction theories of conditioning this may be an appropriate 

strategy. However from a Ap contingency theory and in the light of the experiments 

reported in this thesis this is like comparing a perfect positive contingency A p c l  with a 

perfect negative contingency Ap=- 1. Any differences in conditioned behaviour between 

these two treatments could be due to excitatory conditioning in the paired group, but equally 

could be due to inhibitory learning in the unpaired group or a combination of both. The 

point is that these two groups do not provide a test for Pavlovian conditioning (Rescorla, 

1967). 

A very recent experiment on associative learning. reported in Animal Learning and 

Behavior ignores the contingency issue entirely. Ungless ( 1998) reports a test of Pavlovian 

conditioning in the snail. The experimental procedure involved pairing an apple odor (CS) 

with carrot food (US). He trained a paired group that received 10 minute exposure to the 

CS and US and compared them with an unpaired group that received separate experience 

with the two stimuli. When he tested the CS for its ability to elicit a conditioned tentacle 

extension response he reported more responses in the paired than the unpaired group. The 

problem with this research is in the conclusion which states "...exposun to the stimuli 

unpaired did not promote learning" (p. 17). This interpretation while it may be correct, does 

not even consider the i&a that the snails are sensitive to the negative contingency between 

the CS and US. This example points to a failure to acknowledge conditioning mechanisms 



that are sensitive to more than simple CS-US pairings. 

The contingency hypothesis and its more complex version, the relative contingency 

hypothesis, may have important implications for current research in animal learning which 

includes human sensitivity to event-outcome relations. Like the Pavlovian conditioning 

experiments with rats and other animals, humans also show good learning about 

contingency information. For example, Vallde-Tourangeau, Murphy and Baker (1998) 

presented human subjects with information about six sets of fictitious patients and whether 

they had contracted a virus. The task was to try and learn whether a virus was a good 

predictor of a disease. Each set of patients represented a set of trials for a different overall 

virusdisease contingency. Subjects were presented with 40 trials successively just like the 

CS-US pairings in a Pavlovian conditioning experiment. Subjects were told whether a 

patient had contracted a fictitious virus (e.g., Threbaggia) and whether they had a fictitious 

disease (e.g., Ork's complex). In any given treatment the virus could have a positive, 

negative or zero contingency with the disease diagnosis. At the end of the 40 trials subjects 

wen asked to rate the relationships between the virus and the disease. The data showed that 

subjects were quickly able to learn the Virus-Disease contingency and they were able to 

discriminate the different contingencies. Other research has shown similar effects using 

different scenarios (Price & Yates, 1995; Wasserman. Chatlosh, Elek and Baker, 1993). In 

addition, the selective association effects with multiple predictors have also been 

demonstrated (Baker, Mercier, VallCe-Tourangeau, Frank & Pan, 1993). These 

experiments are often cast in terms of associative learning and the same type of associative 

models including RWM (Shanks & Dickinson, 1987) and Pearce provide a good fit to the 

data. 

Future research in associative learning may examine the departures from normative 

contingency learning in both humans and animals. The appreciation of the complexity of 

environmental contingencies is accompanied by the realization that the real environment in 



which animals have evolved is richly more complex than the 2 and 3 cue experiments 

described in this thesis. One suggestion for future research is to compare normative 

predictions with behaviour as the complexity of the CS-US relationships is increased. In 

addition to this ecological argument for increased contingency complexity, associative 

models like RWM which were designed to account for the relatively simple validity 

experiments of the 60s may not be equipped to account for data in more complicated 

scenarios. There is at least pilot work conducted on this issue that suggests that the RWM 

may not provide an adequate account of contingency learning with more than 3 cues 

(Murphy & Baker, 1995). 

Statement of Original Contribution 

Rescoria (1968) provided empirical evidence that the likelihood of the US in the 

absence of a CS, in addition to the likelihood of the US in the presence of a CS. contributed 

to the strength of a conditioned response. The experiments in this thesis provided new 

empirical support for the predictions of the R WM for this effect. In addition his 

contingency effect and the theoretical account was extended to the more general case of 

contingency sensitivity with multiple CSs. Once the associative theory that could account 

for Rescorla' s basic effect emerged (i.e.. Rescorla-Wagner Model), little additional research 

was conducted to test the implications of the model (although see Odling-Smee, 1975a; 

1978). In all the experiments of this thesis the trial marker provided a method of defining 

CS-US contingencies using marked temporal intervals. In Expedments 1 and 2 the strength 

of conditioned tray entries to the CS (i.e.. light) and the separate lever pressing response 

controlled by the trial marker together provided a direct test of the reciprocal conditioning 

predicted by the model. Conditioned tray entries to the CS were higher when it was a 

positive predictor of the US than when it was uncomlated. In contrast the trial marker (the 

lever) elicited lever pressing that showed the opposite pattem. This reciprocal conditioning 

pattern is consistent with the theoretical predictions of the effect suggested by the RWM. 



This is the fiat demonstration of this difference with the proper control conditions to rule 

out alternate explanations of the contingency effect. The three positive and three zero 

contingency conditions allowed direct tests that ruled out alternate explanations of the 

contingency effect based on. the number of CS presentations, the number of US 

presentations and the number of CS-US pairings. 

Experiments 3,4 examined whether the contingency effect found with a single CS 

was part of a general sensitivity to the contingencies of multiple CSs. Both experiments 

showed how the strength of the conditioned response controlled by either a moderately 

positively correlated cue or an uncorrelated cue was a function of both its absolute Ap 

contingency and its contingency relative to the strength of the contingency of other cues in 

the environment. Experiments 3 and 4 extended the range of selective association 

phenomenon to demonstrate blocking effects with multiple contingencies. There was 

support for the RWM as a general model for these effects. 

Finally, Experiment 5 tested an interesting prediction of the competitive model that 

had never been tested in the Pavlovian conditioning literature. The model makes the 

surprising prediction that a training context might successfully compete with a moderate 

predictor of the US if training included a perfect negative predictor of the US. This 

prediction and the generally supporting results were compared with V ~ U ~ O U S  associative and 

non-associative theories. The Rescorla-Wagner model was shown to provide accurate 

ordinal predictions in all treatments. Other models either failed to make specific predictions 

about some of the treatments or failed to make the correct predictions (e.g., Miller & 

Schachtman, 1985). These experiments provided new support for the RWM as the best 

&scription of contingency learning in Pavlovian conditioning 

Conclusion 

In five experiments rats were trained with CS-US contingencies and in all 

experiments animals showed sensitivity to both the absolute and relative CS-US 



contingency as defined by Ap. These results are consistent with a computational level 

analysis of Pavlovian conditioning. The conclusion was that Pavlovian conditioning seems 

to exhibit some of the same properties as a causal reasoning mechanisms. It is quite good at 

identifying the most accurate predictor of food. The normative Ap model is a useful 

theoretical tool because it 1) provided predictions about how behaviour might be organised 

2) helped organize data and 3) finally it provides a framework for considering why 

conditioning may have evolved in the first place. Previous experiments including 

Rescorla's (1968) original experiments on contingency learning effect failed to properly 

control the events that constitute a subjective Ap . This thesis used a discrete trial context 

that signalled all trials. This procedure had two advantages. Fiat it allowed the definition of 

the complete CS-US contingency and second it provided the substrate for a measurable 

conditioned response. In spite of equivalent CS-US contiguity in many of the treatments the 

conditioned response was determined by an appreciation of a more global relative 

relationship. The Pavlovian conditioning mechanism, whatever that turns out to be, must 

minimally be sensitive to these relative relationships. 
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