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Abstract

Extracted seismic attributes from time-lapse 3-D seismic data has been used extensively
to map steam areal conformance by using statistical analysis in the development and

monitoring of follow-up processes at Imperial Oil's Cold Lake production project.

In this dissertation, a quantitative cross-calibration scheme between time-lapse seismic
surveys has been developed using data normalization. It was found that a significant
difference results from using a different calibration set; and that time-lapse data cross-

calibration provides better, more stable and consistent results.

Attributes from principal component decomposition of seismic data compensate for the
redundancy of conventional seismic attributes in statistical analysis and provide better

well-to-seismic ties when a full set of principal component attributes are used.

Vertical steam conformance can be established through post-stack inversion to provide 3-
D visualization of the impact of lithologic control on steam distribution and steam
migration pathway. The vertical conformance reveals that sequence architecture has a
significant influence on steamn migration. A sequence with high mud content tends to

limit or slow both vertical and lateral migration of the steam chambers.

Shear-wave information is useful for both reservoir characterization and monitcring fluid
movement. Integrated surface 2-D seismic and borehole VSP P- and S-wave studies have
illustrated that the task of differentiating lithology and identifying fluid can be achieved
by integrating P- and S-wave information. However, when compared with P-P wave, the
surface P-S wave lacks the resolution at Cold Lake area. 3-D 3-component VSP is the
tool that will meet this need. A 3-D VSP survey design and processing stream have been

developed in this dissertation.

The functional relation of P- to S-wave velocities, called the mud-rock line, plays an
important rule in extracting S-wave information from pre-stack data. An optimized mud-

rock line for Cold Lake clastic rocks is an exponential relationship between P- and S-



wave velocities. With an optimized mud-rock line and high frequency seismic data, the
inverted psuedo S-wave from AVO analysis has much higher resolution than the P-§
wave data. The reservoir heterogeneity can be well defined by fluid factor alone. The
application of this technique to reservoir monitoring defines steam channels and identifies

lithologic barriers within the reservoir.
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Chapter 1 — Introduction

1.1 General

The Lower Cretaceous (Albian) Clearwater Formation is the most prolific heavy oil
bitumen reservoir at Cold Lake, Alberta. In 1998 the average production rate at Cold
Lake was approximately 135,000 bbl (22,000 m’) per day which represented
approximately 7% of Canada’s total petroleum production (Rolheiser, 1998). The oil is
produced by a process called cyclic steam stimulation (CSS) which involves injection of
steam at high temperatures and pressures (as high as 310 °C and 10 MPa), followed by

the production of bitumen from the same injection wells.

Follow-up processes, or FUPs, is a technology designed to be implemented near the end
of the life of the CSS process. The objective of a FUP is to achieve an improvement in
steam efficiency, as measured by an uplift in the oil-steam-ratio (OSR), relative to a

continuation of the CSS process.

Time-lapse 3-D seismic methods have been used to create an image of steam
conformance for reservoir monitoring to assist implementing FUPs by better placement of
infill wells and adjustments to steaming strategy. This seismic technology is also used for
steam performance evaluation during early cycles of CSS, reservoir characterization, and

for monitoring the performance of CSS using horizontal wells.
1.2 Geology

The Clearwater Formation was deposited during maximum transgression of the
Mannville Group (see Figure 1.1, modified after Potocki and Hutcheon (1992), Leckie
and Smith (1992) and Cant (1996)). The Clearwater Formation at Cold Lake was fed by a
large fluvial system that probably originated in highlands to the south where
contemporaneous arc-related volcanism contributed rock fragments. Today, that volcanic
system is preserved as Cretaceous batholiths. The main reservoir units of the Clearwater

Formation consist of unconsolidated very fine- to medium-grained feldspathic litharenite
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and shale deposited near the southern edge of the Boreal Sea (Figure 1.1). Rivers that
incised valleys in the Cold Lake area originated in mountains to the south where active
volcanoes provided abundant feldspathic rock fragments. High frequency sea-level cycles
caused multiple episodes of valley incision and filling along the very low relief

siliciclastic ramp.

The analysis of the Clearwater Formation at Cold Lake has revealed a complex array of

facies within nested incised valleys. Many sequences have been correlated within the 50
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FIG. 1.2. Local stratigraphic nomenclature for the Cold Lake area. Several
sequences of strata (C10 to C80) are recognized in the Clearwater
Formation at Cold Lake. Modified after McCrimmon and Cheadle
(1997).

m thick Clearwater Formation at Cold Lake (Figure 1.2, McCrimmon and Cheadle,
1997). This model has revealed that all of the Cold Lake reservoir occurs within incised
valley infills; however, not every incised valley contains reservoir, and the muddier valley
fills act as barriers to the fluid flow. Figure 1.3 shows a cross section of the Clearwater
Formation illustrating two major sequence sets (C80 and C70 for upper sequence set and
the rest for lower sequence set). Each sequence contains a lower muddy incised valley fill
(either C30 or C70) and upper sandy incised valley fills (C80 and C50). Sequences C80
and C60 are fluvial lowstand system tract (LST) facies. Sequences C50, C40, and



southwest part of C20 are high energy estuarine LST facies. Sequences C30 and C70 are
low energy estuarine LST facies. Sequences C10 and northeast part of C20 are a muddy
transgressive system tract (TST) or a highstand system tract (HST) facies. Sequences
C80, C50, and part of C20 are good reservoir. However, C70, C10, and part of C20 are
usually low energy muddy TST/HST, and they are barriers. The location of the cross
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FIG. 1.3. Stratigraphic cross-section showing the relationship between regional
Clearwater Formation marker units (shaded) and the incised-valley successions at
Cold Lake. Sequence boundaries in the Clearwater Formation are labeled C10 to C80
(not including the Wabiskaw Member). After McCrimmon and Cheadle (1997).

section is shown in Figure 2.1.

1.3 Reservoir and fluids

The Clearwater Formation at Cold Lake is about 420 m below the surface. The gross
thickness of oil sands is from 40 m to 75 m. The average net pay is about 45 m. The

bitumen weight percentage saturation varies from O to 12% with an average of



approximately 10%. The reservoir's average porosity is 32%. The permeability varies
from 0.5 to 4 darcies. The bitumen viscosity at reservoir pressure and temperature is

rather high ranging from 10* to 10° cp. Reservoir parameters are listed in Table 1.1. The

Table 1.1. Cold Lake oil sand reservoir parameters Table 1.2. Grain composition
Net pay 45m of Cold Lake oil sands
Typical wt. % bitumen 10.5 minerals %
% sand >390 quartz 2
Porosity ’ 0.30-0.36 feldspar 28
% fine (<44 microns) <5 -

Grain size 17 mm volcanics 23
Reservoir temperature 13deg C chert 20
Qil Viscosity (@ 13 deg C) 10,000-1,000,000 cp argillite 3
Reservoir pressure 3MPa metasediments 5
Permeability 0.5 to 4 darcies

sands of the Clearwater Formation are a complex assemblage of minerals which are
texturally immature. The minerals are highly reactive due to the nature of their volcanic
source sediments and because the sands are unconsolidated. The grain composition is

listed in Table 1.2.

The Clearwater Formation gas caps are structurally controlled and restricted in localized
areas. Gas caps can be up to 4 m thick and are sealed by a 2 to 5 m shale interval above
the Clearwater Formation. The gas saturation is typically over 70% by pore volume. It is
postulated that these gas sands could act as a steam thief zone. Such a loss of steam into
the gas cap could lead to a loss of energy into the overlying shales and reduce the volume

of heated bitumen.

In some areas the oil sands are positioned directly or indirectly on permeable water sands.
These sands are referred to as a bottom water zone. The bottom water sands can act as a
thief zone for steam because of their high transmissibility, thus limiting heat transfer into

the oil sands. The water sands are permeable and can attain thicknesses in excess of 50 m.

1.4 Description of Cyclic Steam Stimulation (CSS) process and CSS pad



Since heat can be used to reduce bitumen viscosity, cyclic steam stimulation (CSS) is one
of the techniques that can be used to realize bitumen production. Conceptually, the CSS
process has three phases: steam injection phase (steam injected into the reservoir), soak
phase (steam and condensed water heat the viscous oil), and the production phase (heated
oil and water flow are pumped to the surface). The schematic diagram in Figure 1.4
displays the CSS process. During the CSS steam injection cycles, pressure increases and
reaches a level where the Formation approaches a zero net effective stress state. The
Formation dilates allowing some of the injected steam and condensate steam to penetrate
into the cold reservoir. Reservoir pressures become uniformly elevated and can exceed
the minimum in-situ stress, 10 MPa, while far exceeding the initial bitumen bubble point
pressure, 3 MPa. At this point there are only two phases present in the bitumen, water and
bitumen. At equilibrium, any existing gas saturation will either have condensed (steam)

or been dissolved (solution gas), into the bitumen phase. Temperatures are highest near

INJECTION

+ STEAM INJECTION CREATES HORIZONTAL
FRACTURE AND DILATES THE FORMATION

 STEAM GIVES UP ITS LATENT HEAT TO THE
RESERVOIR REDUCING BITUMEN
VISCOSITY

PRODUCTION

« INITIAL PRESSURE FROM RECOMPACTION

e SOLUTION GAS DRIVE, STEAM FLASHING
AND GRAVITY COMBINE TO SUSTAIN
PRODUCTION.

+ AS PRESSURE AND TEMPERATURE DROP
OIL VISCOSITY INCREASES AND
PRODUCTION DECLINES

FIG. 1.4. Reservoir mechanics of Cyclic Steam Stimulation (courtesy of J. P. Lebel).



the wellbore, decreasing only slowly with distance. To sustain the CSS process, injected
steam volumes are sized so that heat from the injected fluids contacts previously unheated
bitumen during the sequential injection cycle rather than just re-stimulating the wellbore

region.

The steam chamber around the wellbore is subdivided into three zones: the heated zone,
transition (impedance) zone, and cold zone (Batycky et al., 1997). The transition zone is
relative narrow and characterized by intermediate temperatures and significant gas
evolution and foaming. As the number of CSS cycles increases and steam migrates along
lateral fractures; inter-well communication occurs; and thereafter, steam channels are

formed.

The CSS is implemented in the field with regular well configurations referred to as pads.
A typical production pad is a 20-well-block with dimensions of 485 m by 668 m (4 acre
well spacing). Twenty directionally-drilled wells form this single reservoir production

unit.
1.5 Follow-up processes

Late cycle CSS reaches its economic recovery limit due to a decline in OSR. The Follow-
up processes (FUPs) program is targeted at increasing economic recovery at Cold Lake
beyond the 25% average recovery expected with CSS. This increase will be achieved
through infill drilling. The first follow-up process implemented at Cold Lake was the
BB/W injector-only-infill (IOI) pilot, started in late 1988. Findings from this first FUP
have led to further IOI piloting at B2/B5 pads and a horizontal injector, M-HI, also at
BB/W (see Figure 1.5). FUP pilots involving horizontal well producers have been piloted
at AA, B03, and C03 pads. Horizontal-injector-producers (HIP) build on the findings of

all previous FUP pilots that have been implemented.

Time-lapse 3-D seismic played a key role in placing infill locations and also in evaluation

of steam performance in these FUPs programs.
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FIG. 1.5. Locations of Follow-up processes pilots at Cold Lake including injector-only-
infills (IOI), horizontal wells under rows (HWUR), horizontal wells between rows
(HWBR), and horizontal-injector-producer (HIP) pilots.

1.6 Reservoir monitoring - the role of Geophysics in bitumen recovery

Time-lapse 3-D seismic surveys have been successfully used to map and monitor steam
conformance. These steam conformance maps have been used extensively in the
development and monitoring of follow-up processes. Seismic waves can recognize the
steam zone for three major reasons. The most critical reason is that natural gas (CHs or
methane) evolves from bitumen when the reservoir pressure drops below its bubble point
at a particular temperature (2 to 3 MPa). In particular, the P-wave velocity drops from
2300 m/s in oil sands with 0% gas saturation to 1850 m/s with 2-5% gas saturation.
Increasing the rock temperature also decreases the rock velocity. In the situation of high
temperature and low pressure water vapor exists in the heated zone, which causes a

seismic response similar to gas.



As CSS is a dynamic process,
to monitor steam conformance
the timing of seismic data

acquisition has to fall into the

Pressure (MPa)

reservoir pressure window of 2

to 3 MPa. Figure 1.6 shows the

reservoir pressure curve of two Time ——

CSS cycles and seismic survey  FIG. 1.6. Schematic diagram showing reservoir

acquisition window. For the pressure state and 3-D seismic acquisition window.

purpose of steam conformance mapping and monitoring, the seismic survey should be

conducted during the production phase (i.e., pressure slowly declining).
1.7 Previous work

Three key seismic attributes were used for the monitoring of reservoir bitumen recovery
in the early stages of this technology development (Eastwood, 1994). The delay time
(sag) is generated by mapping the relative time difference of reflections from horizons
above and below the reservoir between repeated (time-lapse) surveys. The amplitudes of
horizons above, below and within the reservoir between repeated (time-lapse) surveys
were also used for the monitoring. Frequency attenuation within the reservoir is the third
attribute used for monitoring. Statistics such as discriminant analysis for a large number
of attributes analysis were introduced (Eastwood, 1996). Isaac (1996) further combined 2-
D compressional-wave and converted shear-wave with 3-D seismic data to illustrate that
Vp/V; can be used to distinguish heated from cold reservoir. Her amplitude-versus-offset
(AVO) analysis confirmed the amplitude anomalies were caused by low velocity intervals
(heated reservoir). The previous work mostly focused on mapping areal steam
conformance and treated the reservoir as a single unit. The AVO analysis focused on the

single event amplitude anomaly. The AVO inversion was not introduced.
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1.8 Dissertation objectives

The main objectives of this dissertation are to develop new reservoir characterization and

monitoring technologies by using different seismic data and analysis methods.

To understand reservoir heterogeneity, shear-wave information is critical. The first
objective is to conduct a converted shear-wave feasibility study through the 3-component
acquisition, processing, and interpretation including 3-component vertical seismic

profiling (VSP) data.

The second objective is to develop a 3-D VSP survey design and processing (mapping)
technique as VSP can provide converted shear-wave (P-S wave) data with better quality.
Also, it is advantageous (cost effective) to use 3-D VSP at Cold Lake for reservoir
monitoring and characterization because the well and vertical geophone arrays are usually

available from passive seismic monitoring programs.

The third objective of this dissertation is to develop the concept of quantitative cross-
calibration or cross-training for time-lapse seismic data and further to assess time-lapse
seismic data normalization routines. This quantitative approach will address the issue of
consistency between the results of time-lapse seismic surveys. It is useful to predict the
reservoir status using cross calibration and data normalization as a bridge between time-

lapse surveys.

The fourth objective of the dissertation is to develop analysis techniques that compensate
for the redundancy of conventional seismic attributes as these attributes have some degree
of correlation. Conventional attributes such as average amplitude, isochron, peak
amplitude, central frequency, etc. are readily extracted from a data volume and can be
related to reservoir properties in many instances. However, these attributes do not
necessarily capture the entire variance of the reservoir property of interest. Seismic
attributes calculated from principal component decomposition of the seismic data are
orthogonal to each other and the full suite of principal components contains all the

variance in the seismic data.
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The fifth objective of this dissertation is to create the detailed 3-D models of steam
chambers through post-stack inversion. This will provide insight into the impact of
lithology controls on steam chamber and steam migration. The Clearwater sequence
stratigraphy will be tied to the steam chambers to determine if the internal boundaries

within sequences can influence steam migration.

The sixth objective of this dissertation is to develop an AVO inversion algorithm that is
suitable for the Cold Lake area for reservoir quality (heterogeneity) studies and reservoir
monitoring. To achieve this objective a mud-rock line that is suitable for Cold Lake must
be established via V, and V; analysis using dipole sonic logs. With the limitation of
availability and resolution of shear-wave data pseudo-shear information can be obtained
through the pre-stack attribute - AVO inversion. Time-lapse AVO inversion will also be
carried out by applying this technique to define steam distribution and relate it to

lithology controls such as tight streaks or muddy channels.
1.9 Hardware and software used

All the seismic interpretation of data used in this dissertation was performed using a
Geoquest [ESX interpretation system that is operating on a Sun Sparc 20 workstation.
Basic processing was performed using the ProMax processing package developed by
Advance Geophysical Inc. This processing package is also operating on a Sun Sparc 20
workstation. The 3-D VSP processing software was developed into the ProMax system.
Seismic attributes were extracted by using the software developed by Exxon Production
Research Co. The discriminant analysis was implemented with a SAS statistics package.
This SAS package was also used for log statistic analysis and display. Some displays
were created using a MATLAB package. Most contouring and areal mapping of steam
conformance were created using a Z-MAP plus software package. Seismic inversion was
performed using both Hampson-Russell STRATA and the Jason Geosystem Workbench.
The Jason Geosystem was also used for tying the deviated well logs to seismic related
results. The AVO inversion algorithm was developed using FORTRAN 77 and C++on a
Sun Sparc 20 workstation. Synthetics were made using GMA LogM on a PC computer

and 2 MATLAB software developed by the CREWES project at the University of
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Calgary. All figures were made electronically by importing CGM files into Microsoft

PowerPoint® on a PC computer. All text processing was done with Microsoft Word®.
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Chapter 2 — Seismic methods and characterization at Cold Lake

2.1 Introduction

The purpose of this chapter is to introduce seismic methods used at Cold Lake for
reservoir monitoring and characterization. The chapter emphasizes building a relationship
between compressional and shear velocities and 3-component studies from surface to
borehole VSP methods. Shear-waves (S-waves) information has the potential to improve
reservoir characterization and monitoring as shear-wave can differentiate some lithologies
that compressional-waves (P-waves) can not. Also, the fluid content in rock formation IS
better understood when integrating P-wave with S-wave information. For borehole
seismic S-wave resolution is usually higher than P-wave resolution, while for most

surface data S-wave resolution is about the same or lower than P-wave resolution.

Shear-wave information can be obtained in many ways. Shear-wave information obtained
from AVO inversion process is not a direct measurement, but rather a calculated one;
therefore it is called pseudo shear-wave or indirect shear-wave. However, it is probably
the most cost-effective way to obtain shear-wave information. But poor amplitude
recovery and erroneous relationships between P- and S-wave velocities can significantly
alter the results. The functional relation of P- to S-wave velocities plays an important rule
in extracting S-wave information. This functional relation is called mud-rock line
(Castagna et al., 1985; Gidlow et al., 1992; Goodway, 1997). The first part of this chapter

calculates an optimized mud-rock line for Cold Lake clastic rocks.

Shear-wave information obtained from 3-component acquisition and converted-wave
processing is much more cost-effective as compared to using a direct shear source.
Furthermore, near surface attenuation of S-wave energy is problematic. The second part
of this chapter discuss as the integrated analysis of P- and S-waves including both surface

seismic and borehole seismic data.
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Finally this chapter introduces surface 3-D seismic data acquisition and discusses
processing for preparation of 3-D data analysis in subsequent chapters. A 3-D VSP

dataset from D3 pad is also introduced.
2.2 Borehole compressional- and shear-wave information in Cold Lake

One compressional-wave (P-wave) sonic log is available on each of 200 production pads.
Each pad has 20 production wells (see Figure 2.1). The wells with sonic log data
available are almost all near vertical. Sonic logs are also always available at observation
vertical (OV) wells. P-wave data, therefore, is widely available in Cold Lake. However,
shear-wave (S-wave) information is quite limited. Table 2.1 lists the wells with both P-
wave and S-wave logs (e.g. dipole sonic) available in the CLPP area. There are 14 wells
with dipole sonic data available, and six are shallow shale evaluation wells which do not
penetrate the Clearwater reservoir (see Figure 2.1 for the areal distribution of all the

dipole sonic wells). Wells B5-28 and B2-32 have the most complete log interval for both

Table 2.1. List of wells with P- and S-wave logs available at Cold Lake.

common name well identifier log interval logging date edited length
B2-32 116121306504W400 76-467(P,S) 10/27/95 25 m
B2-34 118121306504W400 63-426(P), 382-456(S)

B5-28 113032406504W400 27-470(P,S) 11/13/95 35m
B5-33 114141306504W400 16-469(P), 392-469(S) 11/26/95 35m
BB-13A 110110706503W400 285-468(P,S) 01/06/93 40m
P2-05 111092606504W400 177-284(P,S)

OovV11-17 1AA111706503W400 173-540(P), 155-548(S)  03/20/97

LL-16 100110606503W400

DMT-01 1AB160206504W400 shale evaluation (<300 m)

DMT-02 1AA150206504W400 shale evaluation (<300 m)

DMT-04 100130706503W400 shale evaluation (<300 m)

DMT-05 112152606504W400 shale evaluation (<300 m)

DMT-06 111062606504W400 shale evaluation (<300 m)

DMT-08 110082606504W400 shale evaluation (<300 m)

P- and S-wave data, which were run from shallow glacial till through Colorado shale to

Clearwater reservoir.
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FIG. 2.1. Cold Lake Production Project (CLPP) showing wells with dipole sonic logs
(green dots and red dots), 3-D seismic acquisition 1990s (red grids), 3-D seismic
acquisition 1980s (blue rectangles), The light blue grids outline CLPP pads. The black dots
regular acre grid are productions wells.
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2.3 Relationships between P- and S-wave velocities in Cold Lake clastic rocks

The ratio of compressional to shear wave velocities (V/V;) has been used as a lithology
indicator (Pickett, 1963). Cold Lake oil sands (Clearwater reservoir) are clastic rocks. The
V/V; for mixtures of quartz, clays, and other rock-forming minerals is significant in
reflection seismology. The V,/V; relationships established in this chapter is mainly based

on in-situ well log data.

Figure 2.2 shows the velocity data from well B5-28. The logs were run from shallow
glacial till to Clearwater reservoir, including only clastic rock. The glacial till is poorly
consolidated or unconsolidated conglomerate and clays, saturated with water. The
Colorado shale zone is well compacted and consolidated. Grand Rapids Formation is
sandstone interbeded with shale or muddy layers. The Grand Rapids sandstone is well
consolidated except where oil sands are present. The Clearwater Formation is mostly
unconsolidated oil sands with thickness from 30 m to 50 m. The V,-versus-V; plot
(Figure 2.2b) shows that the data are scattered, which suggests that a simple linear
relationship of V, and V; as published by Castagna (1985) can not be extracted. The
scatter plot can be grouped into three different linear trends denoted by red, green, and
purple in color. The linear relationships extracted from these three groups represent the
mud-rock line for glacier till, Colorado shale, and Grand Rapids and Clearwater
sandstone. Points denoted by blue color are tight streaks. Tight streaks are calcified high
velocity thin layers (lenses) formed due by diagenesis process. A single linear relationship
between V, and V is not observed in Cold Lake clastic rock as the rock from near surface
to reservoir experience different compactions. However, if the V/Vs is cross-plotted
versus V, a power trend regression (least-square best fit) can be extracted for the rock

from all depth (see Figure 2.2c).

Yo
Vs

=29 1V;0.6967 (2_ 1)

Solving for V, in terms of V; gives:
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FIG. 2.2. Velocity data from well B5-28 in Cold Lake: (a) Compressional and shear wave
velocity logs, (b) cross plot of Vp versus Vj, (c) cross plot of Vp/V; versus V. Data
denoted in red are mostly from shallow glacial till; the data denoted in green are mostly
from Colorado shale, the data denoted in purple are from Grand Rapids and Clearwater
sandstone.
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(2.2)

This relationship can not be derived from the cross-plot of V/V; versus V, as the data are

widely scattered (see Figure 2.3). The compressional wave velocity data is scattered in

larger in extend than shear wave velocity data within zones of glacial till (red) and

sandstone (pink).

Well ovll-17 is an observation
vertical well, drilled to the top of
Devonian (see Table 2.1 and Figure
2.1). The dipole sonic log was
conducted from Colorado shale to
the top of Devonian. Many thin tight
streak layers were encountered in the
Grand Rapids and Clearwater
Formations. Figure 2.4 shows the V
and V; velocity logs, cross-plots of
Vp. V; velocities with the tight steaks
and Devonian Formation (carbonate)

are excluded (Figure 2.4 b and c).

FIG. 2.3. Cross plot of V/V; versus V, from
well B5-28 in Cold Lake. Red - glacier till, green
- Colorado shale, purple - Grand Rapids and
Clearwater sandstone.

Comparing with Figure 2.2 only two major zones are present as there is no data available

in the glacial till. The relationship between V, and Vj is closer to a linear function.

However, if the linear regression is applied to the two groups (green and red) separately

the relationship between V, and V; is similar to Figure 2.2. A power trend regression

applied to the cross-plot of V/V versus V; (Figure 2.4¢) yields:

V,=199y93%,

(2.3)
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FIG. 2.4. Velocity data of well OV11-17 (1AA111706503W400) at Cold Lake: (a)
Compressional and shear wave velocity logs, (b) cross plot of V,, versus Vs, (c) cross plot
of Vy/V; versus V;. The data denoted in green are mostly from Colorado shale, the data
denoted in red are from Grand Rapids, Clearwater, and McMurray sandstone. Tight streaks
and Devonian Formation (carbonate) are excluded in cross-plot.



20

The two functions are plotted together in Figure 2.5. There is no data in the shallow
glacial till zone in well OV11-17. So the extracted relationship between V, and Vi is
biased to higher shear wave velocity in the low velocity zone (the majority of low
velocity data are associated with shallow zone). This is clearly illustrated in Figure 2.5
where orange curve (equation 2.3) is above red curve (equation 2.2) for lower V, as well
change in geology. As indicated in Figure 2.1 well B5-28 is several kilometers away from

well OV11-17.

The Vp-versus-V; relation forms the base for the mud-rock line in AVO analysis (Smith
and Gidlow, 1987). If these functions are

used as mud-rock line for AVO inversion 2500
analysis then equation (2.2) is more 2000 4
general, while equation (2.3) represents j;, 1500
the mud-rock line for shale and sandstone S 1000 /
— s by (22)] |
from Colorado shale to the top of 500 - . by.(23)
. 0 T -
Devonian. 1500 2000 2500 3000
Vp (m/s)

Figure 2.6 shows the velocity logs from

well OV11-17 and predicted  FiG. 2.5. Theoretical plots of two V-V

compressional wave velocities from the functions (equation 2.2 and 2.3).

shear wave velocity using the two equations discussed above. Obviously equation (2.3)
gives better prediction as it is extracted from the data of this well. But the relative error of
prediction has very minor difference in reservoir (Clearwater Formation) and Grand
Rapids Formation (compare red and orange curves in Figure 2.6b). The relative error of
prediction is less than 5% greater in Colorado shale using equation (2.2) than using
equation (2.3). The relative error of prediction is calculated as follow:

Er =V"'___V_”’ix1()0 (2.4)

Vm
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where E; is the relative error, V,, is the measured velocity, Vpy is the predicted velocity.
So the negative error represents the over prediction of velocity, and positive error

represents under prediction of velocity.

For a given shear wave velocity equation (2.2) predicts a higher value of V, than equation

(2.3) (Figure 2.5) for shear wave velocity less than 1500 m/s (Cold lake clastic rocks.)

It is important to note that the direction of relative error (positive or negative) is an
indicator of lithology or reservoir quality using mud-rock line as a reference. First of all,
all tight streaks correspond to positive error. The V,, of tight streaks is under estimated
when shear wave velocity is used for prediction (see Figure 2.6a and compare black curve
with red and orange ones). The shale and poor reservoir quality zones correspond to
positive error (see the shale zone above Clearwater Formation and shaly zones in
McMurray Formation. The reservoir oil sands and sandstone correspond to the negative
error (see Clearwater Formation). For either mud-rock line this general trend is very
similar (compare red and curves in Figure 2.6b). These rules are not applicable to

Colorado shale.

The tight streaks are over estimated when using compressional wave velocity to predict
shear wave velocity (see Figure 2.7a and compare black curve with red and orange
curves). In this case the relative error is generally higher as the magnitude of shear wave
velocity is much smaller than compressional wave velocity. The errors are confined
within £20% except tight streak zones. The direction of relative error as an indicator of
lithology or reservoir quality is opposite. Tight streaks and shale are associated with

negative error. Good reservoir sandstone is associated with positive error.

Figure 2.8 shows the in-situ velocity measurement from well BB-13A. The well was
drilled to a hot gas zone (denoted in red color on the plots). The cross-plots of V-versus-
V, and V,/V-versus-V; show a similar feature as previous well data (Figures 2.2 and 2.4).

However, the velocities from hot gas zone are significantly different. It is distinctly
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FIG. 2.6. Well OV11-17 compressional wave velocity prediction: (a) Velocity logs (V;
and V) and predicted compressional wave velocity by equations (2.2 and 2.3), (b)
relative error of different prediction.
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separated from best-fit power trend regression line (see Figure 2.8c). This indicates that
the 'steam’ invaded zone can be well differentiated from the surrounding rocks by using

power trend regression line as mud-rock line through AVO inversion analysis.

By integrating all the available V, and V; data (excluding shale evaluation wells) a more

general relationship between V,, and V; can be extracted (see Figure 2.9) as follows:
V,=333.572%%%, (2.5)

Figure 2.9 also illustrates that the power trend regression gives the best fit to the data, and

other regressions (log and exponential) produce inferior results.

This general relationship (mud-rock line) between V, and V; is useful for AVO inversion
analysis in the area where borehole shear wave data is not available. The theoretical
curves of equations (2.2), (2.3), and (2.5) and other mud-rock lines extracted from other
wells are plotted in Figure 2.10. They are similar with the exception of well P02-05 that
has data available only in Colorado shale (see Table 2.1 and yellow curve in Figure 2.10).
Although some discrepancies are observed among these mud-rock lines, the differences
are minor in the reservoir zone where the compressional wave velocity ranges from 2000

m/s to 2500 m/s (for both sandstone and shale).

Though the general mud-rock line is useful and important a local mud-rock line is usually
more accurate for local AVO analysis. It is better to establish the local mud-rock line if
the data is available. However, a mud-rock line only based on the data from shallow
Formations such as Colorado shale is not applicable. The mud-rock line should be
established based on the data mostly from target study zone such as reservoir Formation if
the purpose of AVO inversion is for reservoir heterogeneity study such as differentiating
sandstone from shale and delineating reservoir geometry. The general mud-rock line can

be used to balance the whole section. Further discussions can be found in chapter 7.
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FIG. 2.7. Well OV 11-17 shear wave velocity prediction: (a) Velocity logs (Vp and V)
and predicted shear wave velocity by different equations (2.2 and 2.3), (b) relative
error of different prediction.
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FIG. 2.8. Velocity data of well BB-13A at Cold Lake showing steam response on
velocity: (a) Vp and V; logs, (b) cross plot of V;, versus V, (c) cross plot of Vp/V versus
V.. The red is steam-flooded zone, the purples are tight streaks. There are very few data
points from Colorado shale (above Grand Rapids).
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2.4 Lame's parameter and velocities

Different elastic parameters have different sensitivity for discrimination of lithology and
fluid content in reservoir. The compressional and shear wave velocities are very common

parameters, but they may not be the most sensitive ones in some circumstances. Lame’s

elastic parameters A and L are related to velocities as the follows:

A=pW3i-2vY, 2.6)
L=pvz, 2.7
where p is the density.

The sensitivity of Lame’s parameter for fluid detection has been studied by Goodway et

al. (1997). Comparisons of Vs, V,, A, t, Vp/Vs, and A/i can be easily made when dipole

sonic data are available. Figure 2.11 shows the comparisons for well BB-13A in which

5E9 10E9 15EQ 650 1650 2650 2 4 6 8
410- P | i <
L o= gé‘Vs TVp %HL
< i Pl _
420 Z 2 Ve/Vs
, — 4 g'? Top shale - =

NV,
‘ \/\, \
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WAV LA

-
stIam |
| ,
440— = » ight str;é
i

a) b) c)
FIG. 2.11. Sensitivity of velocities (Vp and Vs) and Lame parameters (A and p) to
steam flooded zone of well BB-13A: (a) The curves of A and , (b) The curves of V,
and Vg, (c) The curves of A/|L and V,/ V.



28

the reservoir interval is steam flooded. The compressional wave (V) is more sensitive to
the steam-invaded zone than shear wave (V). But V; is more sensitive to shale than V),
for example, more velocity change is seen on the V; of the shale layer immediately above
Clearwater reservoir (top shale in Figure 2.11b). The different response of compressional-
and shear-wave to lithology and fluid is reflected very well by the V/V; ratio (see Figure
2.11c). So V/V; ratio is a lithology and fluid indicator. The Lame's parameters (A and p)
are elastic parameters contains properties of both velocities and density. The g has similar
sensitivity as V; to lithology. But the A is more sensitive to the steam-invaded zone than
V,. However, the A/u ratio is much more sensitive than V/V; to both lithology and fluid
content (see Figure 2.11c). It has much higher contrast from steam zone (red in Figure
2.11b) to non-steam zone (green in Figure 2.11) in the reservoir interval and similarly
from sand to shale (above Clearwater from gray to dark green). It should be a very good

indicator of both fluid (steam zone) and lithology (shale versus sandstone).

Figure 2.12 shows the well logs of an observation vertical well 11-17-65-3W4, with
lithologic annotations. The calculated logs of A, u, and A/l are shown in Figure 2.13.
Comparing with V,/V; ratio, the A/p is much more sensitive to lithology change. The
V,/V; ratio increases in the shale layer (top shale) above Clearwater reservoir; but the
contrast of A/l is much more significant. The shaly zones identified on Gamma Ray and
SP logs in C10 sequence and McMurray Formation (Figure 2.12) are not clear on V, and
Vs logs or even the Vy/V; log. But they are very clear on Mu log. Relative to the

surroundings the tight streaks show a significant decrease of A/L.

The A/p is actually directly related to Vp/V; as follows (take equation (2.6) divided by
equation (2.7)),

2
i:(ﬁJ —-2. (2.8)
‘Ll Vs :
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The A/u is plotted as a function

20
of Vy/Vs in Figure 2.14 (dark 18 //
blue curve). Also, a straight line :i 7
(Mu=Vy/Vy) is plotted in pink | 2 12 //
color as a reference line. The B 12

. 3 / Sandstone and shale
plot illustrates that a small 6
R 4 / /
change on V/V; causes a big 5 I
change on A/u. The only point 0 E : .
0 2 4 6

that V,/V; and A/ are the same VelVs

is when the V,/V; equals 2, and

this point is called the lithology g5 2 14. Plot of the M as a function of Vy/V;
indicator transition point in this showing A/ more sensitive to lithology change

V/Vs.

and carbonate rocks V,/V; is usually less than 2, and the A/ drops much faster. For most

dissertation. For tight streaks

sandstone and shale in Cold Lake area the V,/V; is higher than 2 and the A/u is
dramatically higher. This explains why A/i1 is more sensitive to lithology change and fluid
content in the Formations. So converting velocity measurements to Lame's moduli
parameters of rigidity (1) and incompressibility (A) offers new insight into the rock

property and fluid content.
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2.5 Surface 2-D 3-component study

It is usually difficult for a compressional-waves (P-waves) to differentiate shale from a
non gas-bearing sandstone as the impedance contrast between them is not high enough.
Figure 2.15 shows the cross plot of P-wave and S-wave impedance (Is) from well OV11-
17. It is seen that both shale and permeable sands have similar range of P-wave
impedance (Ip). However, their shear-wave impedance is different enough to enable us to
separate shale from permeable sands. This is one of the key reasons for motivation of
shear-wave study. Also, better understanding about reservoir fiuid can be obtained by
combining S-wave with P-wave data as S-wave does not respond to fluid compressibility

changes, hence they respond only to the changes related to rock matrix and density. The

o 1) §

& _Ssp Gamma Ray
learwater
Carbonate
° -
— McMurray

- Tight streaks

Depth (m) . : Ip
= - 6000000+
: — Shale
: rd Permeable sands

& ? -~ .
- ~ SO00000 - /
== — — - -
e Devonian Is
a) b)

FIG. 2.15. OV11-17 cross-plot of P-wave impedance (Ip) against S-wave impedance (Is)
for different lithologies; (a) SP and Gamma Ray logs, (b) the cross-plot of Ip-versus-Is.
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ratio of V,/V; and related seismic attributes could provide a more reliable measure of
areas of the reservoir which have undergone changes than just attributes derived from P-
wave data volumes. In the early cycles of steam, changes in rock matrix are significant
such as fracturing and dilation; additional shear-wave information should prove valuable
in discriminating areas where fluid properties have changed and where rock properties
have also changed. Thirdly, the S-wave travels slower through the earth which in turn
provides better resolution of the reservoir interval. This also depends on the near surface
effects such as frequency absorption. Usually the S-waves lose more high frequencies

than P-wave due to near surface effects.

The Cold Lake production project (CLPP) is extending from original high quality
reservoir to its surrounding areas where variable reservoir qualities are encountered. A
seismic challenge is to map the reservoir lithology such as shale filled channels to

optimize the production drilling.

Three-component acquisition made the converted-shear (P-S) wave data available and

allows joint interpretation of P-wave and S-wave.

2.5.1 Data acquisition

In the winter of 1997 high effort 2-D seismic lines and VSP surveys were acquired in
Cold Lake (see Figure 2.16). Three-component geophones (single geophone for each
station) were attached to the conventional 2-D seismic acquisition (array of geophones for
each station), measuring motions in the vertical, radial (inline horizontal), and transverse
(cross-line horizontal) directions. All three components were recorded on the same
system, resulting in data collection from 140 receiver stations (420 channels) for each
source-point. No data was recorded at source-to-receiver offsets more than 695 m. The
nominal CMP stacking fold was 25. Dynamite was used as source with charge size of 0.3
kg. Sources were buried 12 m below the surface to overcome near-surface effects. The
group interval was 10 m which gives very dense CMP spacing of 5 m. The field

acquisition parameters are listed in Table 2.2.
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Table 2.2. Field acquisition parameters for surface 3-C 2-D data.

Recorded by
Amplifier
Record Length
Source
Geophones
Source interval
Group interval

Nominal fold
Spread

Veritas Geophysical Ltd., Party 2

March, 1997

I/O system I, 420 channels

SEG-D format, IFP gain

OUT-413(293) Hz(dB/oct) Notch OUT
2.0 seconds, 1 ms sample rate

Dynamite, 1hole per shotpoint

0.3 kg at 12 m depth

LRS 3-component geophone for 3-C data
QYO 10 Hz geophone for conventional data
20m

10m

2500%

695-5-SP-5-695m
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Vertical-, radial-, and transverse-component gathers are shown in Figure 2.17a, b, c
respectively for shotpoint 1121 of line 6y075 (see Figure 2.16). A time-squared gain
function followed by individual trace-balance scaling has been applied to these field

Vertical component Radial component Transverse component

121

Time (s)

a) b) c)
FIG. 2.17. Three-component records for line 6y075 (shotpoint 1121); amplitudes of each
component (panel) are normalized individually.

records. The vertical time scale on plots of two horizontal components is different from
that of vertical component. The Devonian reflector is about 0.5 s for P-P wave (see
vertical component) and 1.1 s for P-S wave (see radial component). To facilitate visual
correlation between P-P and P-S data sets a Vp/V; ratio should be used. For most
sedimentary rocks Vp/V; is in the neighborhood of 2.0 (e.g., Tatham, 1985). However, the
Clearwater reservoir in Cold Lake is fairly shallow; the V/V from surface to Devonian
can vary from 5.0 to 1.7. A quick estimation of average V,/V; ratio from surface to a

certain reflector can be made by following formula:
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Yo _Z2trs 2.9)
Vs tP

where tp.s is the converted wave (P-S) two-way travel time, e.g., tp.s for Devonian is
about 1.1 s (see Figure 2.17b); tp is the two-way travel time for P-P wave, e.g., tp is about
0.5 s (see Figure 2.17b). The average V/V; ratio, therefore, from surface to Devonian is

about 3.4, which is significantly higher than 2.0.

2.5.2 Data processing

Three-component surface seismic processing is well documented by Harrison (1992).
These 3-C data were processed by Matrix Geoservices Ltd. The vertical channel data
were processed using the conventional P-wave processing flow outlined in Figure 2.18.
The final P-P wave stack sections for line 6y074 and 6y075 are displayed in Figures 2.19
and 2.20 respectively. The data have good overall signal strength with very high
frequency. The dominant frequency band can be as high as 150 Hz. Noise is present in the
shallow glacial till (above 220 ms) as the fold coverage is low. The poor S/N on the SW
end of 6y074 and near to CDPs around 610 of line 6y075 (see Figure 2.20) are due to the
drop in fold (acquisition gaps). The minor noise around CDP 310 of line 6y074 is due to
the poor surface condition where geophones were planted on a swamp. The S/N improves

in the Clearwater (reservoir) and McMurray intervals (between 400 ms and 520 ms).

The radial (P-SV) component was processed using the sequence shown in Figure 2.21. No
rotation of the two horizontal components was performed as no significant reflection
energy was seen on transverse component data. Also, no processing was performed on the
transverse component. Shown in Figure 2.22 and 2.23 are the final migrated P-SV wave
sections for 6y074 and 6y075 with converted-wave DMO performed. In the swamp the
horizontal components are affected even more adversely than vertical component; so

converted-wave data quality is very poor around CCP 310 of line 6y074 (Figure 2.22).
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FIG. 2.18. P-P wave processing flowchart.
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FIG. 2.21. Processing flowchart for the radial-component (P-SV) data.
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2.5.3 Joint P-P and P-S interpretation

The amplitude spectra of P-P and P-S wave data shows that the frequency bandwidth is
much wider for P-P wave data than P-S wave data (see Figure 2.24). The frequency
content of P-P wave is three times higher than P-S wave. However, the V/V of Grand
Rapids to McMurray formations is about 2 (see Figure 2.13 for details); which indicates
that the resolution of P-S wave data is lower than P-P wave data. At the reservoir level
the P-wave velocity is about 2300 m/s, and S-wave velocity is about 1100 m/s. Assuming
that the resolution is one quarter of seismic wavelength, with P-P wave frequency of 150
Hz and P-S wave frequency of 45 Hz the P-P wave resolution is about 4 m; while P-S

wave resolution is about 6 m.

Sonic logs are available from 4 wells for line 6y074 and 5 wells for line 6y075 (see
Figure 2.16 for details). The synthetic seismogram was made using a Butterworth wavelet
with frequency bandwidth of 10-110 Hz. The ties of well synthetic to surface seismic are
shown in Figure 2.25. Figure 2.25b indicates a better tie than Figure 2.25a as there are
phase changes along the vertical axis. It is very common that a mistie is present between
McMurray top and Devonian top. The Clearwater top is not a strong reflector and is
usually manifested by a weak trough (see Figure 2.25). The sequence boundaries of C70
and C50 are characterized as in Figure 2.25 and can be tied to surface seismic data.
Seismic interpretation was carried out using wells with sonic logs available as control
points and integrating the thickness of each sequence at most well locations (see Figure
2.16 for reference of other wells). The final interpreted P-P wave sections are shown in
Figures 2.26 and 2.27. With dense well control and high frequency content in seismic
data sequence boundaries were interpreted with reasonable accuracy. In general, sequence
C70 is mostly low energy muddy incised valley fills; but the upper part of C70 is
saturated with good oil sands at well 1-20-65-3w4 (see Figure 2.30b). Sequence C50 is
usually reservoir with good quality but it is very muddy to the east side of the section

(compare Figure 2.30 a & b). Shown in Figure 2.27 is similar interpretation on 6y075.
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Converted-wave interpretation was carried out by integrating P-P and P-§ sections with

multi-component VSP that is to be discussed in the next section of this chapter.
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FIG. 2.30. The Clearwater sequences and reservoir quality: a) well 10-18 showing
C50 good quality reservoir, b) well 1-20 showing C50 poor quality reservoir.
The most prominent feature on P-S wave data is that the top shale that covers the
Clearwater reservoir is a strong coherent reflector as the shear impedance contrast is
much higher across this interface. As discussed earlier, surface P-S wave resolution is
lower than P-P wave due to near surface effects. Sequence boundaries on P-§ data can

not be seen as clearly as on P-P and VSP data (Figures 2.31 and 2.32). The C70 muddy
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channel edge (see Figure 2.28 around well 1-20) is better defined on P-S wave than on P-
P wave. Parasequence boundary C55 is traced along a small peak (red-white color).
Sequence C50 is traced along the zero-crossing from black to red. Shown in Figure 2.29

is the similar interpretation for line 6y075.
2.6 Three-component near-offset and far-offset VSP studies

2.6.1 acquisition

Both near-offset and far-offset Vertical Seismic Profiles (VSP) were acquired in well
OV11-17-65-3w4 on the south side of line 6y075 (see Figure 2.16). The VSP source was
a high frequency vibrator (the vibrator was loaned to Schlumberger from Veritas). Both
near-offset and far-offset VSP data were acquired by using 3-component geophones. An
offset of 125 m was used for far-offset VSP as the target (reservoir) depth is only about
400 m. Table 2.3 shows the acquisition parameters for both near-offset and far-offset
VSP.

Table 2.3. 3-C 2-D near- and far-offset VSP acquisition parameters.

Kelly Bushing (KB) 602.07 m

Seismic Reference (SRD) 602.07m

Ground Level (GL) 597.72m

Source Type one Veritas M18 Buggy vibrator,
10-240 Hz sweep for 10 second

Source Offset 5 m for near-offset VSP
125 m for far-offset VSP

Source Azimuth 70 Deg from Magnetic North - near-offset
90 Deg from Magnetic North - far-offset

Receivers Schlumberger 5-level 3-C geophones

receiver interval 5m

acquisition software Maxis

Date 02-Apr-97

2.6.2 Integrated interpretation

The near-offset VSP was processed to obtain a P-wave corridor stack or VET (VSP

Extracted Trace). The frequency content of VET is up to 200 Hz, which has slightly
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FIG. 2.31. Near-offset VSP "L" plot, Ip - impedance of P-wave.

higher resolution than surface seismic data. Figure 2.31 shows the L plot of near-offset
VSP integrated with surface P-P wave data. The VET ties to surface seismic data very
well. The sequence boundaries of Clearwater formation are tied from logs to seismic
response via VSP. As discussed earlier, change of P-wave impedance at Clearwater top is
small (see Figure 2.31), which indicates that Clearwater top is not a good reflector on P-
wave data. Neither VSP nor surface P-wave data shows good reflection at the Clearwater

top. The boundary between C70 and C50 sequences is featured with an impedance
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increase which corresponds to a small white trough on both VSP and surface seismic
data. There is a tight streak within sequence C20 that causes major reflection within
Clearwater reservoir. The boundary between C50 and C20 can be defined as zero-
crossing amplitude from positive to negative; while the boundary between C20 and C10
can be defined as zero-crossing amplitude from negative to positive. There is a significant
overall impedance increase from Clearwater formation to McMurray formation. The
lower McMurray water sand is also a good reflector, which is shown on both VSP and

surface seismic data.

The converted shear-wave data (Figure 2.32) is illustrated by the P-S wave L plot of far-
offset VSP integrated with surface converted shear-wave data. It is seen that the
frequency content of VSP converted S-wave data is significantly higher than surface data.
It has similar frequency content as the P-wave VSP data. As the V,/V; ratio is about 2 at
the reservoir level, converted S-wave VSP data has twice the resolution of P-wave data,
which brings the resolution to 2 m. Comparing the P-S synthetic seismogram to the VSP
and surface seismic, misties are evident within the McMurray Formation. This is similar

to all the P-wave data.

The P-S wave shows strong coherent reflections at the tops of Grand Rapids, Clearwater,
and McMurray. This is because at these tops S-wave impedance contrast is higher than P-
wave. Also, sequence boundaries are better defined as the resolution is higher. Sequence
C70 boundary is defined as zero-crossing amplitude between small peak and a following
trough (see Figure 2.32). Sequence boundaries C50 and C20 are defined as peaks (see
Figure 2.32). McMurray top is defined as zero-crossing amplitude from positive to
negative. The reflection of lower McMurray water zone has disappeared on P-§ wave

data because shear wave does not respond to the pore fluid.

To summarize the study, as illustrated shear-wave data enables the identification of
reflections that compressional-wave does not reveal. The task of differentiating lithology
and separating shale from sand is feasible with converted wave information. Also,
integrating P-P and P-S wave data can help us identify fluid zone. However, the

resolution of surface P-S wave data is not high enough to resolve the detail required due
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to near surface absorption of the shear wave. Converted borehole shear wave data meets

the requirement as VSP P-S wave data has even higher resolution than P-P wave data.
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2.7 Surface 3-D seismic acquisition and processing

2.7.1 Time-lapse 3-D seismic surveys

The research of seismic monitoring for Cold Lake production can be traced back to the

late 1970's when 2-D seismic data were acquired. The initial 3-D experiments were

carried out at EE pad and H pad in the mid 1980's. Both experiments were not successful

due to many factors. The relationship between reservoir status and seismic survey timing

was not well understood. The geophones were planted on surface instead of being buried,

therefore, the frequency content was much lower. Also the group spacing was too large.

In April 1990 a wide variety of seismic experiments were conducted at D3 pad (red in

Table 2.4. Time-lapse seismic surveys of Cold Lake Production Project.

Survey Pads

D3

D3

AA

AABBW

AABBWC21

B2456

B2456

A2A4

J1J8

BBW

BBW

D36 (Leming Lake)
D36 (Leming Lake)
D36 (Leming Lake)

1

WM =P == 2N

Time Survey Date
Lapse
Order

April, 1990

January, 1992

March, 1991

November, 1993

April, 1994

April, June, 1995

December, 1997
August, 1996
January, 1997
December, 1996
February, 1998
March, 1997
February, 1998
February, 1999

CSS Cycle &
phase

6th Production

8th Injection

8th Production

9th Injection

10th Production

10th Production

11th Production
10th Production
8th Production
1st Injection
1st Production
0

1st Production
2nd Production

Survey Purpose

Early pilot study for time-lapse seismic monitoring,
successful, seismic was surveyed in right reservoir
pressure window.

Early pilot study for time-lapse seismic monitoring,
purpose was to see steam conformance during
injection phase, used as a reference of earlier
successful survey.

Early experiment for time-lapse seismic monitoring,
results were inaccurate due to low pressure
Compare steam conformance between regular pad
(AA) and pads (BBW) with infill wells, due to
pressure too high.

Compare steam conformance between regular pad
(AA) and pads (BBW) with infill wells, a non-steam
pad (C21) included, understanding of right
pressure window for seismic became mature.
Determine injector-only-infill  (I01) well locations.
The survey was split into two different times due to
unbalanced reservoir pressure in the region.

IO1 well steam performance evaluation

Place horizontal-injector-producer (HIP) wells
Reconfigured CSS wells

Horizontal injector base fine survey

Horizontal injector steam performance evaluation
Base line survey for horizontal CSS wells

First cycle steam evaluation for horizontal CSS
Second cycie steam evaluation for horizontal CSS
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color) during the 6th CSS production cycle - surface 3-D, cross-well tomography, and 3-
D reverse vertical seismic profiling (RVSP). It was found that in steam injected reservoir
the seismic data are disturbed with amplitude increase and frequency drop (seismic
attenuation). Then a repeated surface 3-D survey was conducted in the same area in
January 1992 during the 8th CSS cycle steam injection phase. The purpose of 1992
survey was to see steam distribution during injection phase and compare to earlier survey.
The results turned out to be a good reference for the earlier survey. Further experiments
were conducted at AABBW pads survey area (see Table 2.4). After three time-lapse
surveys in this area combining with previous work at D3 pad a complete understanding of
best reservoir pressure window (2-3 MPa) for the seismic survey was obtained. The 1992
survey at D3 pad was then treated as a psuedo-baseline reference for the 1990 survey. The
learnings of D3 pad study were published by Eastwood et al (1994) and Isaac (1996).
Since then 3-D seismic data have been widely used at Cold Lake for monitoring the
thermal recovery of bitumen. Numerous seismic surveys have been acquired (see Figure
2.1 and Table 2.4). The areas outlined in green color and red in Figure 2.1 show the pads

with the 3-D seismic survey conducted.

2.7.2 Acquisition

The seismic data acquisition is featured with geophones are buried to a depth of 10 m or
deeper to improve the frequency bandwidth, experimental repeatability, seasonal
vibration (winter vs summer), and to reduce surface noise, therefore one phone per station
is used. The dynamite sources (from 0.1kg to 1.5kg) are also buried around 10 m below
surface. The field layout can be divided into two groups. The first group has configuration
of receiver interval of 16 m with receiver line separation of 96 m. and the source interval
is also 16 m with source line separation of 128 m. This acquisition geometry provides
grid bin size of 8-by-8 meters. The early seismic surveys such as D3 AABBW and BBW
were acquired using this configuration. The second group of geometry layout is the
improved one in terms of cost (25% cheaper). Both source and receiver intervals are 20
m, and both source and receiver line spacing are 120 m. Surveys conducted after 1994

were acquired using this new layout. This new acquisition configuration provides a grid
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bin size of 10 m. Both of them provide an average fold of 20 at the target level. Detailed

acquisition parameters for all surveyed pads are listed in Table 2.5.

With these acquisition parameters high quality (high signal-to-noise ratio, high frequency

Table 2.5. Seismic acquisition parameters for Cold Lake 3-D surveys.

Recorded by

Amplifier

Record Length

Source

Geophones

Source interval

source line separation
group interval

receiver line separation

Grid Bin size

Western Geophysical Co.
D3 (1990)
Sonics Exploration Ltd.
D3 (1992)
Veritas Geophysical Lid.
AABBW (1991, 1993, 1994), B2456 (1995, 1997)
BBW (1996, 1998), A2A4 (1996), J1J8 (1997)
D36 (1997, 1998, 1999)
I/O system Il (82456, A2A4, BBW, D36), Sercel 368 (D3, 1990)
I/O system | (D3, 1992)
SEG-D format, FP gain
B2456: 3(12) - 413(293) Hz(db/oct), Notch OUT
D3(1990): OUT - 356(70) Hz(db/oct), Notch OUT
D3(1992): 3(12) - 360(75) Hz(db/oct), Notch OUT
BBW(1996): 3(12) - 270(188) Hz(db/oct), Notch OUT
A2A4(1996): 3(12) - 413(293) Hz(db/oct), Notch QUT
D36(1997, 1998): 3(12) - 413(293) Hz(db/oct), Notch OUT
D36(1999): 3(12) - 270(188) Hz(db/oct), Notch OUT
3.0 seconds
1 ms sample rate
Dynamite, 1 hole per shotpoint (shot depth 10 m)
charge size: 0.15 kg for B2456, D36, BBW(1998), J1.J8
0.1 kg for D3 (shot depth at 18 meters)
0.125 kg for BBW(1996), A2A4
1 phone per station buried at 10 m depth
OYO 30 CT, 10 Hz - B2456, J1J8
Sensor SM-4, 10 Hz - BBW, A2A4, D36, AABBW
Marsh phones, 10 Hz - D3
20 meters - B2456, J1J8, A2A4, D36
16 meters - BBW, D3, AABBW
120 meters - B2456, J1J8, A2A4, D36
128 meters - BBW, D3, AABBW
20 meters - B2456, J1J8, A2A4, D36
16 meters - BBW, D3, AABBW
120 meters - B2456, J1J8, A2A4, D36
96 meters - D3, BBW, AABBW
10 x 10 meters - B2456, A2A4, J1J8, D36
8 x 8 meters - D3, BBW, AABBW
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content) data were acquired. All the data have broad frequency bandwidth of 10 to 250
Hz or higher. The dominant frequency is around 100 to 130 Hz. Weather and seasonal
changes have minimum impact on seismic data quality with the exception of water
covered lakes where the best acquisition time is winter. The buried geophones are
sometimes lost due to leads missing on swampy muskeg as some animals such as

muskrats destroy the leads.

2.7.3 Processing and quality control

Processing of Cold Lake P-P wave data can be challenging due to low impedance
contrast among most of clastic interfaces above Devonian. Also, as the reservoir is
relatively shallow high fold is very expensive to achieve, most 3-D data is around 20 fold
at the reservoir level. To find the best processing routine one dataset was processed by
four processors. Each processor carried out extensive tests in their processing sequence to
reach the final results. The four processing sequences are listed in Table 2.6. In general,
they are similar. They all follow the flow of geometry installation, deconvolution, statics
and velocity analysis, cdp stack, and migration. However, in detail, each one is somewhat
different. Figure 2.33 shows one of the inline (27) sections of the survey from four
processors. As it is seen the processing results can be very different. The quality of the
processing changes dramatically (compare a and b with c and d in Figure 2.33). The
results from processor A and B are similar (Figure 2.33a and b) except that the frequency
content of B is higher than A; also, the Devonian structure (green horizon) is slightly
different due to different statics solution. The structure presented by B follows the well
data mapped geological trend better. Comparing two processing sequences, processor B
used 4-component surface consistent deconvolution instead of 3-component surface
consistent deconvolution used by A. The key reason for broader bandwidth from
processor B is probably due to wider band TV spectral whitening (2/8-200/220 Hz). The
denser velocity analysis performed by processor B resulted in better statics solution than
processor A. A special routine called 'shallow data scaling' was performed in the

processing which is quite suitable for Cold Lake Clearwater reservoir.



Table 2.6. 3-D seismic data processing sequences.

Processor A

Demultiplex

Trace edits

geometry installation

cdp bin size: 10x 10 m
Amplitude recovery
method: spherical divergence
additional gain: 3 dB/second
3-C surface consistent decon
component: shet, revr, offset
used: shot, revr

operator length: 80 ms,
prewhitening 0.01%

TV spectral whitening
Scalar length: 300 ms
Frequency panels: 12
Frequency: 2-8-140-160
elevation statics

datum: 600 m

replacement vel: 1800/s

Preliminary Velocity analysis
NMO correction
surface consistent statics

Final velocity analysis
final NMO correction

Mute

CDP trim statics
CDP stack

f-xy noise reduction
Phase shift 3-D migration

bandpass filter

Processor B

Demuttiplex

Trace edits

geometry installation
cdp bin size: 10x 10 m
True amplitude recovery
1/(time*vel?)

4-C surface consistent decon
component: shot, revr, offset, cdp
used: shot, revr, cdp

operator length: 80 ms,
prewhitening 0.1%

TV spectral whitening

Scalar length: 400 ms

Frequency panels: 19

Frequency: 2-8-200-220
elevation & refraction statics
datum: 600 m

replacement vei: 1800/s
shallow data scaling
Preliminary velocity analysis
NMO correction

surface consistent statics
Final velocity analysis

Super bin: 5 x 5 cdps

Spacing: 250 m on both directions
final NMO correction

Mute

Time-variant scaling

Base for scaling: mean
Base for application: centre
CDP trim statics

CDP stack

TV spectral whitening
trace equalization

f-xy decon

Phase shift 3-D migration

zero-phase  bandpass filter zero-phase bandpass

(6/10-160/180)
Trace equalization

Processor C

Demultiplex

Trace edits

geometry installation
cdp bin size: 10 x 10 m
True amplitude recovery
Exponential gain

2-C surface consistent decon
component: shot, revr

used: shet, revr

operator length: 60 ms,
prewhitening 0.1%

scaling

elevation & refraction statics
datum: 600 m
replacement vel: 1800/s

Preliminary velocity analysis
NMO correction
surface consistent statics

Final velocity analysis
final NMO correction

Mute

CDP trim statics
CDP stack

f-xy noise reduction
Migration
(one pass
difference)

omega-x

(10/14-130/150)
trace equalization

finite
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Processor D

Demuitiplex

Trace edits

geometry installation

cdp bin size: 10x 10 m

True amplitude recovery
Decibel decay function from decay
analysis of raw data

4-C surface consistent decon
component: shot, rcvr, offset, cdp
amplitude prewhitening 0.1%
phase spectr prewhitening: 0.01%

elevation & refraction statics
datum: 600 m
replacement vel: 1800/s

Preliminary velocity analysis

NMO correction

surface consistent statics

Final velocity analysis

Super bin: 10 x 10 cdps

Spacing: 500 m on both directions

final NMO correction

Spectral balance

Zerophase, frequency domain

Gate: offset: 1 m: 150-1100 ms
861 m: 400-1100 ms

Prewhitening

Bandwidth: 4/8-200/250

Mute

CDP trim statics
CDP stack

migration

fiter zero-phase bandpass filter

(4/8-200/250)
Scaling
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The output from processor C is relatively lower quality (Figure 2.33c). First, the data was
not scaled properly. Due to either improper amplitude recovery or too short of an AGC
window applied the amplitude character in shallow Colorado shale are lost (0.3 s on
Figure 2.33a, compare a, b with c). Secondly, no TV spectral whitening was applied to
the data, the frequency bandwidth is not as broad as result from processor B. Giving the
same datum and replacement velocity Figure 2.33c presented a significant statics shift,
which is unusual. Finally, Two-component surface consistent deconvolution was

performed instead of four-component.

Figure 2.33d shows the worst processing. Reflectors are barely seen except Devonian top,
an interface with strong impedance change between clastic and carbonate rocks. All
factors such as poor velocity analysis, poor statics solution, and no TV spectral whitening
were contributing to this final output. Regardless of the processing quality which varies

dramatically, steam chambers can be seen on all the sections.

Shown in Figure 2.34 are the correspondent zero-phase wavelets estimated from three

sections in Figure 2.33. It is clear that wavelet in Figure 2.34b is the best one as the side
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FIG. 2.34. Zero-phase wavelets extracted from sections a, b, and c in Figure 2.33.

lobes are minimized.

Reservoir monitoring and characterization are the ultimate goals of these seismic surveys.

A better processing should enable us better tie seismic data to well data. Using principal
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component attribute, (see Chapter 5 for details) discriminant analyses (see Chapter 4 for

details) were carried out on each of the four processed volumes for steam conformance.

Table 2.7. Seismic-to-well tie statistics by different processing

sequences.
Reservoir Processing Processing Processing Processing
class sequence A sequence B sequence C sequence D

hot 93% 95% 94% 89%

cold 86% 90% 90% 84%
There were about 80 wells (46 hot wells) used in the statistics calibration process. The
statistics of seismic-to-well tie is listed in Table 2.7. The number indicates that after
classification with well calibration the percentage of seismic observations at well

locations which were classified into the right class.

Processing is the very important first step for successful and accurate reservoir
monitoring and characterization. This analysis which include signal-to-noise, frequency
bandwidth, geological structure, pulse (wavelet) estimation, and well calibration support

that processing sequence B is the best.
2.8 Field 3-D reverse VSP

The D3 pad seismic program includes surface 3-D seismic, borehole crosswell
tomography, and 3-D reverse VSP. In Figure 2.35, surface 3-D seismic array is denoted
by green lines. Receiver lines are oriented southeast-northwest direction, while source
lines are oriented northeast-southwest direction. Six vertical observation wells were used
for both crosswell tomography and 3-D reverse VSP surveys. 3-D reverse VSP survey
was conducted (April 2-3, 1990) by utilizing one of crosswell tomography source wells
(D3-OB4, see red solid cycle in Figure 2.35) and surface receiver array (southeast-
northwest oriented receiver lines). Black solid lines are well traces of CSS (Cyclic Steam
Stimulation) wells; and solid green dots are bottom hole locations. Six vertical
observation wells surrounding D3-8 were drilled for crosswell tomography, and they are
denoted by red cycles. The 3-D reverse VSP was recorded by utilizing surface geophones

and source well D3-OB4. The acquisition parameters are listed as follow (Table 2.8).
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FIG. 2.35. Cold Lake D3 pad 3-D seismic layout and borehole seismic
observation wells showing RVSP source well location and surface receiver
lines (southeast-northwest).

The charge size of 20 grams was enough for cross-well survey but was small for VSP (the
receivers were located near surface). Shown in Figure 2.36a is a common receiver gather
of channel 4. Due to the weak source energy the raw record has poor signal-to-noise ratio.
Also, low frequency noise is present in the data due to the operation of distant oil pump
jacks. The background noise can be removed using f-x deconvolution. Figure 2.36b
shows the same gather with true amplitude recovery and f-x deconvolution applied. It
appears that there is a significantly amount (about 15% for P-wave) anisotropy around
Colorado shale at shot depth of approximate 200 m. It takes longer time for direct P-wave

to travel from shallow source location to the same receiver than deeper source location.
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Table 2.8. D3 pad 3-D reverse VSP acquisition parameters.

————

Surface receiver interval 16m
Surface receiver line separation 96 m
Geophone make Sensor, SM-7, 14 Hz, 70% damping,
buried 10 m
Recording instrument SERCEL SN368/LKU
Data format SEG-D (6250 bpi)
Sample rate 1 millisecond
Recording length 3 second
Channels per record 296
High cut 355.6
Low cut out
Preamp gain 2.7/42 Db
Shot depth interval 3.048 m (10 ft)
Shot depth range 121.92m to 634m
Source type dynamite
Charge size 20 grams
Shot depth (m) Shot depth (m)
1%1 92 274.32 426.72 . 578.12 1%1 92 , 27:1»_.32 . 42'6.72 . 57?.1 2
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FIG. 2.36. D3 pad 3-D RVSP common-receiver gather of channel 4: (a) raw data, (b) true
amplitude recovery and f-x deconvolution applied.
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2.9 Conclusions and discussions

This chapter, as a general study, covers P- and S-wave analysis from three aspects and

introductory study of 3-D seismic and 3-D VSP.

The mud-rock line established from in-situ P- and S-wave velocity measurement is the
optimized for Cold Lake clastic rocks. It is an exponential relationship between P- and S-
wave velocity. This study provided insights on the feasibility of using AVO inversion to
differentiate shale from sandstone and reservoir fluid monitoring. It is predicted that AVO
inversion can provide accurate steam conformance mapping in 3-D space. Lame's
parameters are more sensitive to rock lithology change and formation fluids than Vp, V.
With careful P- and S-wave impedance inversion Lame's parameters are very useful in

reservoir characterization and monitoring.

Integrated surface 2-D seismic and borehole VSP P- and S-wave studies have illustrated
that the task of differentiating lithology and identifying fluid can be fulfilled by
integrating P- and S-wave information. However, the resolution of surface P-§ wave data
is not high enough to resolve the detail required. 3-D 3-component VSP is the tool that
will meet this need. The 3-D VSP technique will be discussed in the next chapter.

Cold Lake surface 3-D seismic data were acquired with buried geophones with broad
frequency bandwidth. The best processing will ensure successful and accurate reservoir

monitoring and characterization.

The 3-D VSP data from D3 pad is quite promising after noise removal.
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Chapter 3 — 3-D VSP modeling, acquisition design, and processing

3.1 Introduction

In situ seismic measurements (VSP and crosswell) have proven useful for imaging and
estimating rock properties near or between wells. The advantages and importance to have
VSP data in an operation area are: (1) data is in depth rather than in time, (2) wavelet is
known so the phase of surface data can be understood, (3) greater vertical resolution.
Because the Earth is spatially heterogeneous and our regions of interest are usually
volumetric, 3-D images are critical. However, it is generally expensive or impractical to
extend either measurement into three-dimensions (3-D). In recent years, vertical cable
seismic (VCS) systems have been employed for marine data acquisition ('Vertical cable
seismic survey makes its debut', First Break, 13, 12, p. 460, 1995; Havig and Krail, 1996)
as in the marine case it is easy to place a vertical receiver array (seismic cable) in the
ocean. When surface 3-D seismic acquisition is taking place, the potential arises for full
3-D data recorded from downhole shots. To the best of my knowledge Imperial Oil Ltd.
first acquired 3-D reverse VSP data in April 1990 at Cold Lake Production Project
(CLPP). Borehole receiver tools have improved from the original 5 levels (Schlumberger
VSP tools) to 48-channel VSP tools that were recently announced by CGG (The Leading
Edge, 1998, 17, No. 8, p. 1032). 3-D VSP acquisition becomes much cheaper when
combined with surface 3-D acquisition (Zhang et al., 1996). The other option for land 3-D
VSP is to take advantage of passive seismic monitoring in which wells and geophones are
available. Therefore, the cost can be minimized. In Cold Lake, it is advantageous to
acquire 3C-3D VSP data by using passive seismic monitoring wells. Passive seismic
monitoring is a technique which is being developed at Cold Lake for the purpose of early
detection of in-situ shear movement associated with primary casing failure. The
advantages of 3C-3D VSP in Cold Lake are: (1) better shear wave data, (2) combined P-
wave and S-wave data may evaluate reservoir heterogeneity and differentiate fluids. It is
believed that 3C-3D VSP in Cold Lake will significantly improve passive seismic

monitoring and markedly improve the analysis of vertical conformance.
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With 3-D data available, migration of VSP is much more accurate. Chen and McMechan
(1992) considered the 3-D case and used synthetic data from a salt structure model to
perform a 3-D pre-stack depth migration. They showed that 2-D analysis produced

artifacts while the 3-D algorithms provided a much more accurate picture.

In this chapter, the issues of 3-D VSP or reverse VSP acquisition survey design and
processing will be addressed through ray-tracing a numerical model by comparing

compressional-wave (P-wave) and converted-wave (P-S wave).
3.2 Ray-tracing and numerical modeling

3.2.1 Model description and receiver array

A plan view of the model, 3500 m by 3000 m, is shown in Figure 3.1. There are 61
receiver lines oriented East-West (E-W) - the inline direction - with a 50 meter line
spacing from O to 3000 meters along North-South (N-S) direction (the crossline
direction). The coordinate system is defined in the convention of (N-S, E-W) on the 2-D
horizontal plane. There are 61 receivers per line with 50 meters receiver spacing. The

array in Figure 3.1 shows every other receiver on every other receiver line.

The model consists of three layers (Figure 3.2) which were built using the SIERRA
MIMIC software package. The thicknesses of the three layers from top to bottom are 800
m, 400 m, and 800 m respectively. A dome centered at (1500, 1500) is located on the top

of the second layer with 2  Table 3.1. Physical parameters of RVSP numerical model.

Velocity (m/s) Poisson's . Q factor
Vo | Vs |'PVs| Ratio |Pe"SWTq T ag

1 | 4000 | 2000 2.0 0.33 260 | 309 | 137

radius of 630 m and a
height of 210 m, which

possesses dip angles that

Laye

2 | 5200 | 2600 20 0.33 296 | 546 | 243
vary from 0° to 36.9°

(after some math 3 | 6400 | 3695 | 1.73 0.25 350 | 864 | 384

operation). The physical half
space

7620 | 4399 | 1.73 0.25 2.89 | 1273] 365

properties of these three
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layers are listed in Table 3.1.
3.2.2 Ray-tracing and results

P-P and P-S ray-tracing through the model was implemented using the SIERRA 3-D
QUIKVSP package. P-P reflections and P-S reflections from the top of the second and
third layer, and direct arrivals are defined in the ray instruction. The model was shot at
source depths from 1200 ra to O m with a total of 31 shots from two different surface well
locations (A) (1500,1500) and (B) (2200,1500); one well that intersected the target and
one that missed the target. An array of surface receivers with 3721 channels (61 by 61)

per shot record are set to record simultaneously.

Raypath plots to be shown were sampled on every other receiver in both the inline and
crossline directions. Raypath view angles are defined by two parameters ¢ and . The
angle ¢ is defined as the angle between the dip plane and a horizontal plane. The angle ¢
is positive when dipped downward and negative when dipped upward (e.g. ¢ equals to
zero for a horizontal plane). The angle B is defined as the angle between model N-S axis
and true north direction. The angle B is positive when clockwise (B equals to zero for true
north direction). The expression (¢,p) is used for viewing angles. Figure 3.3 shows the P-
P reflection raypath (the front ray set is taken away for better visualization) and P-P
coverage at viewing angles (0°, 0°) when the model is shot at depth of 0.0 m (source
located on surface). In this case the plot shows the most P-P coverage on both dome and
flat interface. The dip angle of the dome varies from 0° at the top of the dome to 36.9°
where the edge of the dome intersects the flat interface. Overall, half distances of the
maximum source receiver offsets are covered from all azimuths. However, only 30% to
40% of the dome area is covered. As the source moves down the borehole, the P-P
coverage becomes smaller on both the dome and flat interface. Figure 3.4 shows the P-P

wave areal coverage when the model is shot at this source location (depth of O m).



FIG. 3.1. Plan view of 3-D RVSP numerical model, receiver array
is plotted on the 100 m spacing and the depth of the top of second
layer. Well “A” is located at North-South 1500 m and East-West
1500 m, well “B” is located North-South 2200 m and East-West

3-D Reverse VSP Depth Model

FIG. 3.2. 3-D prospective plot of the 3-D RVSP model.
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FIG. 3.3. Raytracing plot of P-P wave for the case of the
reflector dipping away from bore hole showing P-P reflection
raypath (the front ray set turned off for better visualization) and
P-P coverage at viewing angles (0°, 0°) with the source depth of
0.0 m (source located on the surface) in well “A”. The first
viewing angle is defined as the angle between the dip plane and
a horizontal plane e.g. 0° presents horizontal plane. The second
viewing is defined as the angle between the model N-S axis and

FIG. 3.4. Common reflection point of P-P wave areal coverage for
the source positioned at surface of well "A".
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The P-S raypath plot for a source depth of 0.0 m (source located at surface) is shown in
Figure 3.5. Apparently, converted-wave events have much wider coverage on both the
dome and flat interface with the same receiver array (both 2-D and 3-D space, see Figure
3.5 and Figure 3.6). In this case 60% to 70% of the dome is covered. A flat interface can
be covered as much as 75% distance of maximum source-receiver offset on all azimuth
directions. At this stage, two conclusions can be drawn: (1) 3-D reverse VSP P-§ wave
has wider coverage than the P-P wave, and it allows more dipping reflector to be imaged
than P-P wave does: (2) unlike the normal VSP where P-S coverage is narrower than P-P

wave in the 3-D reverse VSP, the converted-wave coverage is larger.

The other well location (B) (2200,1500) was used to determine the raypath (coverage) if
the well misses the target (dome). Again, the model was shot through various source
depths. Ray-tracing plots described above shows the case in which the reflector dips away
from borehole in all azimuth directions. Two cases are considered: the reflector first dips
towards the borehole and then dips away from the borehole. The P-P raypath piot for the
source located at the top (surface) of well B is shown in Figure 3.7, viewed at a view
angle (0°, 90°), which shows the maximum P-P coverage of 3-D RVSP at such well
location. Half the distance of the source-receiver offset is covered for a flat interface, and
the dome coverage is about 50-60%. One side of dome edge (close to well) can be
imaged. Figure 3.8 shows the P-S raypath plot (one ray set taken away for visualizing
outline of the dome), viewed at a angle (0°, 90°), for a source located at a depth of 200 m
in the well B. Not only does it have wider coverage than previous plot in which the case
source was located on surface, but 70-80% of dome surface is also covered! Figure 3.9
shows the areal coverage of P-P wave with the source positioned at the surface of well
"B". One should be reminded that all the raytracing plots shown above are viewed in 3-D
space. Many different reflection locations are recorded on one receiver (especially on
Figure 3.5 and 3.9). Each surface location shown on a raypath plot is a receiver line:

crossline direction when viewed at angle (0°, 0°) and inline direction when viewed at

angle (0°, 90°).



FIG. 3.5. Raytracing plot of P-SV wave for the reflector dipping away
from borehole viewing to the north of the model, showing bigger
coverage compared with P-P wave (FIG. 3.3).

FIG. 3.6. Common reflection point of P-SV wave areal coverage for
source positioned at surface of well "A".
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FIG. 3.7. Raytracing plot of the P-P wave for the reflector dipping towards
the borehole viewing to the east of the model, showing raypath and
coverage.

Depth (m)

FIG. 3.8. Raytracing plot of the P-SV wave for the reflector dipping towards
the borehole viewing to the east of model (source positioned 200 m below
surface), showing bigger coverage compared with the P-P wave (source
positioned at the surface, FIG. 3.7).
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FIG. 3.9. Common reflection points of the P-P wave areal coverage for the
source positioned at surface of well "B".

3.3 Acquisition survey design

Acquisition survey design for 3-D (R)VSP attempts to address issues of fold coverage,
migration aperture, and to deduce the required acquisition parameters. The objectives of
the survey must be clearly specified. There are many important input parameters, but the
target depth and size may be the most influential. Offset range, source type and power,
sample rate, geophones and subsurface coverage are all directly related to the target depth
and size. Resolution parameters, such as the frequency required to image the target, are

the starting design factors.

3.3.1 Migration aperture

The migration aperture can be estimated from the calculation of the minimum greatest
offset required and the Fresnel zone of the target horizon since 70% of the diffraction

energy is in the Fresnel zone.
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3.3.1.1 Minimum greatest offset and dip angle for P-P and P-S waves

The source-receiver offset and the reflector dip angle for 3-D reverse VSP is considered

next. The formula for the minimum greatest offset requirement is developed when certain

coverage of a target is required in the case of reflector dip away from the borehole. This

consideration does not include the Fresnel zone. The Fresnel zone for both the P-P and P-

S waves in either surface or the VSP case can be calculated following the work by Eaton

et al. (1991). The Fresnel zone for RVSP is developed in this work.

The P-S wave is first considered.
Usually the depth of the target is
known through drilling and the
source depth is always known

(S4); therefore, the distance from
the source to the target (K) is

known. The dip angle (6) can be
estimated from migrated surface
seismic section. As shown in
Figure 3.10, the horizontal
distance between the wellbore

and the far side edge of the target

welibore

Fo - éaceive.r
[ C<——Am/rn \"4 syrface

FIG. 3.10. Geometry and symbols used for the
calculation of the minimum ereatest offset.

is L, and the minimum source-receiver offset is Xp;jn. According to Snell's law, the P-

wave incident angle i/ and S-wave converted angle j are related as:

sinj:—Yf-sini
Vp

(3.1

where Vs and V), are the average velocities (or approximately RMS velocities) for the S-

wave and P-wave at target depth. Using the triangle relationship in Figure 3.10,
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.j' COS 6 + Sd )Sin(i +j)
X = sin (M/2-0) o5 (6-9 K 9 3.2)
" cos(0 + ) sin (W/2-9

which can be simplified using delta functions to:

X

_g Yeos 2] . de+ sin(@ - &) 3.3)

min -
COS L cos(g - i)

where 7 is a function of the incident angle ({), conversion angle (j), and reflector dip angle

(0) defined by equation (3.4):

y= sin(i +)) (3.4

cos(8 + )

The incident angle can be defined by the distance from the source to the target (K), the

horizontal distance between the wellbore and the far side edge of the target (L), and the

dip angle (0) as follows:

. K cosze‘\/chosza + L2 + KLsin(260)

cOoS | (3.5)
K2co0s20 + L2 + KLsin(26)

A similar expression for the P-P wave can be obtained when the conversion angle j is

replaced by i, in which case the 7 is expressed as follows:

y= sin(2i) 3.6)
cos(0 + i)

As discussed in raytracing, for 3-D reverse VSP the coverage reaches maximum when the
source is located at the top of a well. Assuming a target depth (K) of 2000 m, a source at
the top of a well (5S4 equals to 0 m), and a Vp/Vs =2.0, crossplots of minimum source-
receiver offset with a horizontal distance of a subsurface image at various reflector dip
angle (dip away from borehole) for both P-P and P-S waves (Figure 3.11 and 3.12) can be

calculated (The Fresnel zone is not included). The downhole source energy has to be high
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FIG. 3.11. Crossplot of the P-P wave coverage and the minimum
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FIG. 3.12. Crossplot of the P-SV wave coverage and the minimum
greatest offset required with various reflector dip angles.
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enough if the offset is 2500 m. For a surface receiver array with a maximum offset of
2500 m (5000 m accross the receiver line) the P-P wave can probably image 2350 meters
(The Fresnel zone roughly considered) if the reflector is flat (dip angle equals 0°); 1350 m
if the reflector dip angle is 10°; and 450 m if the reflector dip angle is 20°. However, the
P-S wave has much better coverage. For the same surface receiver array, P-S can
probably image 3450 m if the reflector is flat, 2400 m if the reflector dip angle is 10°,
1400 m if the reflector dip angle is 20°, 330 m if the reflector dip angle is 30°. Again, the
Fresnel zone is roughly considered. The reflector with a dip angle of 40° can not be
imaged. The reflector dipping towards the borehole can be better imaged. For the RVSP,
the migration aperture has its new characteristics. The source locations are restricted
along the well, so the surface 3-D migration aperture concept can not be extended to 3-D

RVSP.

3.3.1.2 Fresnel zone consideration

The Fresnel zone effect is another factor to be considered for migration aperture. The
work by Eaton et al., (1991) on the converted-wave Fresnel zone shows that the relative
changes in size and shape of the P-S Fresnel zone as a function of offset are not large and
are comparable to the P-P case. For the given depth and frequency the P-S Fresnel radius
of normal VSP is smaller than the corresponding P-P Fresnel radius. The Fresnel zone of
RVSP will be discussed for both P-P wave and P-S wave cases. The Fresnel radii of
RVSP for both zero-offset and offset are the same as normal VSP for P-P wave because

the raypaths are the same. This can be expressed in a similar way as Stewart et al., (1984):

172
RE,,~ ( Tzk Vo)

(z+k) 3.7

where RF,, is the Fresnel radius; T is the dominant period of the wavelet; Vp is the

average velocity to the target horizon; z is the depth from the surface to the base of the

target layer; and k is the distance from the source to the base of the target layer.
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The Sheriff criterion for the RVSP P-S Fresnel radius (Figure 3.13) is obtained by setting

the difference between the nonvertical raypath traveltime and the vertical traveltime equal

to half the dominant period, as shown below.

172
Re o [ VeTzk
P \(Z+kV,/Vy)

Figure 3.14 show the P-P wave
and P-S wave Fresnel zone
calculated using equation (3.7)
and (3.8) for sources located at
surface, Colorado shale top(180
m), Grand Rapids top (320 m),
and Clearwater top (425 m, depth
of target horizon) below the
surface. The important points can

be made from these two figures:

1) Fresnel radius decreases when
the source depth increases relative

to target (positive downwards);

2) Fresnel radius of RVSP P-§
wave is bigger than that of VSP
P-S wave; the difference increases
as the source depth increase; the
Fresnel radii of RVSP and VSP
are equal only when the source
and the receiver are on the surface

at the same time;

(3.8

a) Source

Receiver *I-‘ x yA
K P-P

>
1" 4%

OF—Rep-sv —

P-SV wave Zero-offset of VSP

b) Receiver

Source

P-SV wave Zero-offset of RVSP

FIG. 3.13. Geometry and symbols used for the
calculation of Fresnel radii of (a) VSP and (b)
RVSP.
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3) Similar to VSP, the Fresnel
radius of the RVSP P-S wave @  Offset VSP P-SV wave

Source
x ——]
is smaller than that of the
#
RVSP P-P wave. Higher —— Xp 4
frequency corresponds to Y, 74
pA/,

smaller Fresnel zone. Receiver / / 7

T 7,
The Fresnel radius of offset / //

k
VSP P-S wave is found to be L /
greater than that of zero-offset

Fresnel radius; but the relative
b) Offset RVSP P-SV wave

change in size of the Fresnel 5 ———— Receiver

zone with offset is not large V.

and is similar in magnitude to — XpT P 7/

the P-P case (Eaton et. al., ///

1991). 7N sV z
Sourf‘ \ , /7 7

For the case of the RVSP, K \\% Y4

relative to the borehole J_ "\ /7

sources each receiver channel \I{G.—e,«l

can be considered as an inline FIG. 3.16. Geometry and symbols used for the

receiver; therefore, only inline  calculation of Fresnel radii of offset VSP (a) and
P-§S wave Fresnel radii need to offset the RVSP (b).

be considered (Figure 3.15). This satisfies the equality in equation (3.9),

172 _
I_[(xp + 8+/-)2 + kz] - (x% + k2) 112 +[(X _ xp F €+/-)2]l/2 _ [(x _ xp)z + 22]1/2
2" Ve Vs 3.9)

Equation (3.9) can be solved numerically. Similarly, it is believed that P-S wave Fresnel
radius of offset RVSP is greater than that of zero-offset RVSP; but the relative change in

size of the Fresnel zone with offset is not large and is similar in magnitude to the P-P
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case. The Fresnel zone of P-P wave will be used in the survey design because it is the

biggest one.

The Fresnel zone is sensitive to the size and shape of the targets (Lindsey, 1991, Stone,
1994). In 3-D surveys with the many valued directions of the reflection and ranges,
allowance can be made for the form of the target. The behavior of the Fresnel zone is not
the same on anticlines and synclines. The radius of curvature (r) is a factor. The Fresnel
radius is modified by a function () defined as follow:

h
&=— (3.10)

where h is the height or depth (for the concave structure) of the target, r is the radius of

the curvature of the target.

For anticline (convex form) structures, the Fresnel radius (Rurc) is smaller than that (R) of

the flat interface:

1

R—— 3.11
1+& ( )

Raic =

For syncline (concave form) structures, the Fresnel radius (Rsyc) is larger than that (R) of

the flat interface:

Ryce=R—— (3.12)

The dominant frequencies for both the P-P wave and the P-S wave are similar for VSP
data which indicates P-S wave data has much higher resolution, the spectra calculated
from reservoir interval indicates dominant frequency of 100 Hz at the target. Similar or
higher frequencies are expected for the RVSP data. The Fresnel radii is about 68 m for
the P-P wave and 50 m for the P-S wave when the source is located on surface, in which

case the Fresnel radii are the biggest for P-P and P-S respectively.
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The Clearwater formation is planar in structure ({=0.0). There is no need to modify
Fresnel radii using equations (3.10), (3.11), and (3.12). The calculated P-P wave Fresnel
radius (68 m) will be used for migration aperture consideration, and the P-§ wave Fresnel

radius (50 m) will be taken into account for spatial sampling.
3.4 Processing

There are a number of steps required to process VSP data including statics removal,
velocity analysis, wavefield separation, mapping, stacking, and migration. We could
estimate receiver statics from deep shots or perhaps use the surface-seismic estimated
values. We also need to remove the direct arriving waves to allow better imaging using
the reflected events. Separation of the direct and reflected events might be assisted by
using data grouped in ways other than by common shot(s) or receiver(s). However,
conventional median or f-k filters on common receiver gathers are likely to be adequate.
Useful possible gathers include constant s-r groups or s+r groups. A fast method is
developed to remove NMO and stack the data. There are two possible methods to
accomplish this: i) a VSPCDP map type of process or, ii) a CRP-type gather with
stacking velocity analysis, NMO removal, and stack. Using this approximate stack

structure and prior velocity values, the full pre-stack migration is possible.

Pre-stack migration could be accomplished using a reverse-time algorithm, Kirchhoff
implementation, or other procedure that allows source and receiver to be at different
elevations. The shot data could be upward continued to make the raw RVSP look like 3-
D surface seismic data, and then the whole continued RVSP could be processed as a
standard 3-D survey. Similarly, the surface recordings could be downward continued to
their shot depths, then each shot is handled as a layer stripped surface seismic data set.
After migrating each shot, the images could be stacked. The downward continuation

methods may be the most effective. The processing flow is shown in Table 3.2



Table 3.2. 3-D VSP processing flow

Velocity analysis, sonic log, traveltime inversion

Sort to CR domain

Wavefield separation

v

Elevation statics ]

v

Shot and receiver statics
Y

Decon using direct arrivalsJ—-

Depth variant CRP binning and NMO

v

Residual statics

Y
CRP stack

Grestack migratiorD
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3.4.1 Normal moveout (NMO) correction, binning and stacking

The offset VSP survey is used to create reflection points that are laterally offset from the
borehole. Using a ray parameter approach, Stewart (1991) developed an algorithm for 2-
D P-P and P-S offset VSP mapping. These mapping techniques are extended to the 3-D
case. The mapping technique for 3-D RVSP data can be used for 3-D VSP data by
exchanging source-receiver geometry information. The examples of raw shot and receiver

records are shown in Figure 3.17
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FIG. 3.17. Raw RVSP modeling records: a) shot gathers (from shot depth of 200 m
and 400 m) at crossline (rec_y) 1500 m; b) receiver gathers at crossline (rec_y) 1500
m intersect with inline (rex_x) 1500 m, 2000 m, 2700 m from shots at depths (sou_z)
of 1160 m to the surface.

In the 2-D case, the lateral offset of the reflection point X, (in Figure 3.18) is given by:

X,.=——X—-—

1+ Zale 3.13)
VraTre

where V¢ is the RMS velocity of upgoing raypath or downgoing raypath , Vs is the RMS
velocity for downgoing raypath or upgoing raypath, Tk is the zero-offset traveltime (one

way) from surface to reflection point; and Tz is the zero-offset traveltime (one way) from
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reflection point to borehole which is either a source (for RVSP) or a receiver (for VSP). X

is the source-receiver offset.

Well
X -—i
The concept used to calculate R >

the reflection point of a 3-D Layer 1 ]
VSP is diagrammed in Figure j
3.19. The reflection point, Layer M S M 9/,/
denoted by C in Figure 3.19, is Layer \\

in the xy plane instead of in the \ /

x direction only. The reflection \ /

point is located in the [ayer N \</
propagation plane of the P |- X >

wave. The azimuth of the FIG. 3.18. 2-D VSP ray geometry for flat layered

reflection point can be defined medium.

by calculating the source-receiver line azimuth angle 6 with the X or Y axis; then 0 is

written as

RPANY
9= (= 3.14
tan (Ax ( )

whereAX and AY are the horizontal offsets from the well top in the x and y direction.

Extending equation (3.13) to the 3-D domain gives:

JAXZ+AY?

~2
VRTR N

~2
VRB TRB

Roffses = (3.15)

1+

whereAX and AY are the horizontal offset from the surface location to the well top in the

x and y direction. The horizontal distance covered by the reflected wave in the x direction

is given by

Xr=Roﬂ3‘e:Sin6 (3-16)



89

FIG. 3.19. 3-D VSP ray geometry for flat horizontally layered medium.
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e
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FIG. 3.20. Schematic surface diagram showing binning algorithm.
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The horizontal distance covered by the reflected wave in the y direction is given by

X - = RogserCOS O

3.17)

Equation (3.15) shows the binning method. Once the coverage of the reflection point is

calculated by using equation (3.15), it can be split into the x and y axes by using

equations (3.16) and (3.17).

Since the shots are in a two-dimensional plane, the 3-D VSP has the character of surface

3-D seismic data; therefore, it is necessary to define the bin grid in two dimensions as in

surface 3-D data binning. This is shown in Figure 3.20. On the other hand, the receivers
in the well borehole, the 3-D VSP also has the character of VSP seismic in which the

reflection points for each recorded trace are variant in the depth domain as shown in

Figure 3.21. If the same bin origin and
grids are defined in a 2-D plane for all
depth layers of interests, for the same
trace at different depth points, the
reflection points will be located in

different bin cells.

By combining the two characteristics
of 3-D VSP, the bin grids are defined
in a two dimensional plane. The
reflection points are calculated in 2-D
plane at each depth point by using
equations (3.15) to (3.17) and the
reflection points of the 3-D VSP are

mapped in 3-D position.

ax |
w

Q

/Z
N
3

:\Reﬂection point
‘/
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FIG. 3.21. Schematic depth domain binning
algorithm.
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3.4.2 3-D VSP fold distribution

For reflection imaging, the stacking fold or multiplicity is a critical parameter. In this
study, several tests have been implemented on model A, in order to learn how the surface

geometry and down hole operation influence the bin interval and the fold distribution.

Figures 3.23 and 3.24 are used to illustrate the bin fold distribution as depth (time)
increases. These two results are the binning algorithm performed on the same dataset
where the inline and crossline receiver coordinates are from 200 to 2800 m, the inline and
crossline receiver intervals are 50 m. There are 30 shots located at the surface 1500 m in
both directions, and they are located from the surface down to the well to the borehole
1200 m with a depth interval of 30 meters. All the shots are above (one is on) the second
layer, which means the results in Figure 3.22 and 3.24 based on the same surface and

depth geometry.

Same bin interval, azimuth, and bin origin are used on these layers. The bin origin and
azimuth are the same as the surface layout coordinates origin and azimuth. The bin

interval in both directions is 15 m.

Figure 3.22 shows the areal bin fold distribution (Figure 3.22 upper panel) around 600 ms
(the reflection of the second layer). The bin fold statistics are shown in the histogram
(Figure 3.22 lower panel). The overall fold distribution is not quite uniform. Two "blue”
strips across the covered area East-West and North-South through the well with low fold
coverage (from 3 fold to 40 fold) along which higher fold coverage (60 to 70 fold) are
surrounded (Figure 3.22 upper panel). Two "red” strips across the covered area through

the well 45° from any of the "blue" strips with high fold coverage (80 to 100 fold). The

dominant coverage is about 50 to 60 fold but they are distributed in the 45° azimuth of
the receiver line direction. They also have quite a big portion of the bin cell with low fold
(3to 10) cov‘erage distributed along the first and last 10 inline and crossline. As the depth
(time) increases, the bin fold distribution gets more uniform as illustrated in Figure 3.23.
As in Figure 3.22, there are two "dark red" strips across the well top in receiver inline and

crossline direction. The major fold distribution becomes much more uniform and this also
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can be viewed in the lower panel of Figure 3.23, the histogram shows better distribution,
and much higher fold. The dominant fold coverage of the third layer is around 40-75 fold,
and there is almost no low fold less than 35 between 10-80 inline and crossline of the

CRPs (reference numbers).

Comparing Figures 3.23 and 3.24, it is found that as the depth increases, the bin fold will

distribute more uniformly and is higher than in the shallower layers.

Figure 3.24 shows the bin fold distribution of the same dataset of layer 3 by using the
same parameters, except now shifting the bin origin 7.5 m towards the east and north
directions. The two "dark red" strips have disappeared. Figure 3.25 shows the bin fold
distribution of layer 3, the bin size of 30 m in both directions. Comparing Figure 3.25 and
3.24, we can see by increasing the bin size, the binfold will distribute more uniformly

with high fold.

Figures 3.27 illustrate the fold distribution when fewer shots are used. In this Figure, we
take out every second shot as shown in Figure 3.23, giving only 15 shots, They are
located from the surface down to the well to 1160 m with an 80-m interval. Comparing
Figure 3.26 with Figure 3.23, the binfold distribution is not much different. The dominant
binfold is 22 to 27, which is half the amount as shown in Figure 3.23. This indicates that
the number of shots or receivers downhole does not strongly influence the fold

distributions.

Figure 3.27 illustrates the fold distribution when the surface geometry changes. In this
test, the shot depth and number are kept the same as in Figure 3.23, but every second
receiver on the surface are removed, giving a receiver interval 100 meters in both inline
and crossline directions. The result in Figure 3.27 shows that the binfold is low and that
there are many empty bins inside the offset of 700 m. This indicates that the surface

station geometry heavily influences both the bin size and the bin fold.
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FIG. 3.22. Fold distribution at the top of the second layer with full shot and
receiver (receiver interval of 50-m and shot interval of 40-m) of model A and
bin size of 15x15 square m.
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FIG. 3.23. Fold distribution at the top of the third layer with full shot and receiver
(receiver interval of 50-m and shot interval of 40-m) and bin size of 15x15 square
m.
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Crossline bin number

inline bin number

FIG. 3.24. Bin fold distribution display of the third layer of the full dataset, the
receiver interval is 50 m, shot interval is 40 m, bin size 15x15 with a bin shift
of 7.5 m towards the north and east direction. Upper panel is an areal
distribution and the lower panel is a histogram of the fold distribution.

95



Crossline bin number

Inline bin number

FIG. 3.25. Bin fold distribution display at the top of the third layer with the full
shot and receiver and bin size of 30-by-30 m. Upper panel is an areal fold
distribution, lower panel is a histogram of fold distribution. Receiver interval is
50 m, shot interval is 40 m.
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FIG. 3.26. Bin fold distribution display at the top of the third layer with all
receivers (receiver interval is 50 m) and half shots (shot interval of 80 m) and
bin size of 15 by 15 m. Upper panel is an areal fold distribution, and the lower
panel is a histogram of fold distribution.
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FIG. 3.27. Bin fold distribution using one quarter of the surface receivers
(receiver interval of 100 m) and all shots (shot interval of 40 m) with bin size of
15-by-15 m. Upper panel is an areal distribution, the lower panel is a histogram
of fold distribution.
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Through these tests, it is found that the minimum bin size is 1/3 inline interval by 1/3

crossline interval.

3.4.3 Application of NMO correction

The approximate traveltime for 2-D VSP of P-P reflected wave (Stewart, 1991) is:

X 2
AViTe+ VisTes] (3.18)

t= TR+ TRB+

where VR, f;kn, Tr and Trs are defined as in equation (3.13).

Extending equation (3.18) to the 3-D domain, the traveltime of the P-P reflected wave

from the source to the receivers is written as

V (ax +ar) (3.19)

Z[Vf’n} + V,?BY,}B]

1=Te+Tept

whereAX and AY are the horizontal offset from the surface location to the well top in the

x and y direction.

Equation (3.19) provides the NMO correction method for 3-D VSP wavefield. The
amplitude of the seismic wavefield at time ¢ is set to a two-way normal incidence P-P

time (7%) in the two-dimensional domain.

The NMO algorithm is performed on numerical 3-D VSP model datasets. The procedure
is shown in Figure 3.28. The input data is the wavefield separated upgoing wave. RMS
velocities and the raypath travel time are calculated by using a known interval velocity

and depth information.

Figure 3.29 shows some of the results of NMO correction applied to inline (E-W
direction) receivers of the numerical model. Data are sorted in common shot gathers with

shot depth of 0.0 m (a and b), 120 m (c), and 320 m (d). Figure 3.29a and 3.30b are from
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the same shot gather (shot depth=0 m, e.g. on surface) with the inline location of 1500 m
(cross the well top, see Figure 3.1), and 2200 m (700 m away north from the well top)
respectively. Comparing the two, it is clear that more stretching of the NMO correction

occurs on the shallow event as the offset increases. Figure 3.29c shows the same receiver

Input preprocessed data

Y

Calculate RMS velocity and two-way
traveitime by using known velocities

Y

Calculate NMO time

Y

Apply NMO correction

Y

Stretch mute at far offset
of shallow layers

v

Output NMO corrected trace

FIG. 3.28. 3-D VSP P-P wave NMO correction flowchart.

line as in Figure 3.29a with NMO correction applied; but the shot depth is 120 m down
below surface. Comparison of Figure 3.29a and Figure 3.29c¢ indicates that the deeper the
shot depth the bigger the NMO stretch error. Figure 3.29d shows the NMO corrected shot
gather inline located just 50 m away north form the well top (Figure 3.29c), but the shot
depth is at 320 m down below the surface. The NMO stretching effect is even more

serious, which is mostly due to the increase of shot depth.

Overall, the NMO correction performed particularly well on the deeper layers. The NMO
correction error at the far offset on the shallow event can be explained by viewing

equation (3.19). First, equation (3.19) is used to calculate the actual reflection traveltime
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FIG. 3.29. NMO applied common shot gathers of numerical dome model
with different shot depth. (a) receiver line cross the top of dome with shot on
surface, (b) receiver line 700 m away north from the dome top with a shot on
the surface, (c) receiver line cross the top of the dome with a shot depth 120
m, (d) receiver line cross the top of the dome with a shot depth of 320 m.

101



102

and correct it to the surface two-way traveltime. However, this equation was derived by
assuming that the incident angle is small. The smaller the offset the better; for the same
offset the deeper the better. Second, the depth of the tools (for VSP) or the depth of the
shots (for RVSP) in the borehole contributes to the actual reflection traveltime. In

equation (3.19) it is denoted as T, When the depth is large T;, is very small. The error

caused by the large offset can be exaggerated in the reflection traveltime. It is found that
for a horizontal offset greater than 1000 m in the model, NMO correction by using

equation (3.19) will produce a large error at a layer depth of 800 m below the surface.

3.4.4 Binning and stacking
applied to numerical data Input NMO applied dataset

A

.. . . ) Calculate maximum coverage for
The binning algorithm is applied all offset (azimuth)

on the modeling dataset. The

Define bin grid and azimuth in xy plane

v

Calculate RMS velocity and raypaths

flowchart of binning is shown in

Figure 3.30. Due to the NMO

stretch effects for far offset, the traveltime

S : ¥

nput NMO co

input is the O correction and Calculate CRP coordinates in xy plane
the stretch mute applied dataset. at each depth point for each input trace

A

Binning CRP in xy plane for each depth
parameters to be considered for point and calculate bin fold

There are four important

binning: the maximum areal Y
Stack data and output

coverage, bin interval (size),

azimuth in the bin; and fold. The ]

. FIG. 3.30. 3-D VSP P-P wave binning and stacking
maximum coverage is calculated  flowchart.
as half of the maximum surface offset. The bin inline and crossline directions are defined
the same as the surface inline and crossline directions. The bin interval (usually 1/3 of

surface receiver interval) and the fold will be discussed next.
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As discussed above the 3-D VSP binning is depth variant; therefore, the RMS velocity
and the raypath traveltime have to be calculated as the input parameters of equation
(3.19). In practice, it is found that the bin interval of 15 m (approximately 1/3 of surface
group interval) for both inline and crossline gives good results. Figure 3.31 shows the
results of binning and stacking. Figure 3.31a is the N-S (crossline) stack section cross the
top of the dome (cdp_x = 1515 m). Figure 3.31b is N-S (crossline) stack section 270 m
away west from the dome top (cdp_x = 1230 m, close to the edge of the dome). It is clear
that on the shallow events the NMO stretch and mute cause damage and distortion to the
final stack section. The distortion is even more serious as the fold drops (Figure 3.31b
shows the section location is moved to the edge of the dome, and the fold is low around
the edge). The other important reason for the shallow events distortion is that the
analytical binning algorithm is derived under assumption of a small incident angle and
flat reflectors. This assumption certainly has a strong impact on the shallow events,

especially to the shallow structure events.

Figure 3.32 shows stack sections of a simple numerical model with flat layers and a
simple dip layer in the middle. Only minor distortion can be seen (see Figure 3.29a). The
events are well imaged, however, a section from the lower fold area shows a clearer

shallow event distortion (see Figure 3.32b).
3.5 Conclusions and discussions

A 3-D RVSP numerical modeling experiment with three-component (3-C) receivers is
implemented here by raytracing through a model consisting of three layers with a dome
on the top of the second layer. It is found that the converted-wave (P-S) image has wider
coverage than the P-P wave. Compared with the P-P wave, deeper reflectors can be
imaged by the P-S wave. The dome in the model has a reflector dip angle variation of 0°
to 36.9° (dipping away from the borehole) and can be 60-70% imaged by the P-§ wave,
but can only be imaged 30-40% by the P-P wave. For a flat interface, 75% of the source-
receiver offset from the borehole can be imaged by the P-S (Vp/V5s ratio dependent) wave,
while the P-P wave can only image 50%. This is opposite to the normal VSP. Practically,

for a source-receiver offset of 2500 meters, the P-S wave can image a reflector of a dip
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angle of 30° while the P-P wave can only image 20° in both cases that reflector dips away

from borehole.

A Fresnel zone of 68 m for P-P wave and 50 m for P-S wave should be taken into
account for migration aperture in RVSP acquisition. The Fresnel zone of P-S for VSP is

only 45 m.

3-D VSP binning has both characteristics of VSP and surface 3-D seismic. Surface
geometry is used to determine the bin size and bin azimuth. The surface receiver interval
(for RVSP) or shot interval (for VSP) is the key factor of influencing the bin fold. The
number of downhole positions (either source or receiver) is the major parameter for the
bin size. Changing the number of the downhole locations or the tool interval does not

have much influence on the distribution of the bin fold.

The analytical NMO correction and binning algorithm works reasonably well except for
the shallow events. However, for the very shallow reservoir or structure area, a ray tracing
binning, and stacking algorithm is required for a proper stack section. Finally, pre-stack

migration is required to position the geology properly.
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Chapter 4 — Cross-calibration and normalization of time-lapse data

4.1 Introduction

In the laboratory, when oil sands are heated, the P-wave velocity drops significantly
(Wang and Nur, 1989). This provides the basis of how seismic data can be used to
understand reservoir status and monitor heavy oil production. However, interpretable
field results at Cold Lake were not obtained until the early 1990's (Eastwood et al., 1994;
Eastwood, 1996a and b). It is critical to understand the reservoir temperature and pressure
for reservoir monitoring to be successful as they are the two important parameters
controlling fluid phases (liquid or gas). Seismic data can detect gas or vapor reasonably
well (bright spot). It is not as easy for seismic analysis to differentiate a water-versus-oil

boundary.

In the Cold Lake B trunk production area, 46 infill wells were drilled after it was

discovered that only about 50% of reservoir had been accessed after 10 cycles of steam.

In the survey area there are two
types of wells: CSS and IOI
wells. A CSS well is a cyclic
steam stimulation well through
which steam is injected into
reservoir and  bitumen is
produced. An IOI well is an
injector-only-infill well through

which only steam is injected into

reservoir. Figure 4.1 shows a

. FIG. 4.1. B5 pad surface view showing CSS wells
surface view of CSS wells and  (jower left) and IOI wells (upper right).

IOI wells. Infill (IOI) wells were drilled in 1996 based on the steam conformance mapped

by seismic data surveyed in 1995 (Eastwood, 1996b, see Figure 4.2). These wells were

mostly drilled in the cold reservoir (undepleted area, blue in color) except that three (B5-
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29, B5-33, and B2-42) were drilled for the purpose of examining the steam mapping

technique and data collection (cores and chips).

FIG. 4.2. B2B4B5B6 pads 1995 steam conformance (hot - red, cold - blue) and infill

O wells trajectory (black bars) within reservoir interval.

The infill drilling results correspond well with the seismic interpretation. Figure 4.3
shows the core analysis results and formation temperature log from two infill wells (B5-
33 as a hot location and B5-28 as a cold location) at B5 pad; and both wells are
compared with original CSS well B5-08 that was drilled in 1985. A significant drop of oil
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saturation is shown at the hot location (Figure 4.3a). The temperature can reach as high as

Qil Saturation & Qil Saturation &
Formation Temperature/100°C Formation Temperature/100°C
0 07 14 0.2 0.4 0.6 0.8 1
420 425 ..
T Ccs80
. . 20528 o g % -
Clearwater Top c8o -5 - -
e — L ,'*'- ar-
B5-33.1995 . s« K. Sequence 435 == r:' S 1 70
- - [yl -— _."
"j-'. "- - Cc70 Teme. -.‘_. N -,
5 .. 7. , i-~
- Sad :n_ h - .;.'. ‘—-}-: -
H «"T S . B05-08 e S
%‘ ."" 2™ 1985 445 ~ - .-- - :‘--
Ld W — s o -. '_“
445 -{' - e T
‘: . o -— ‘40 - ':
kPR R
s ] - . .
Depth (m) .t LA 455 eam PN 0
. . B05-33 i g
LI I Temp. ' L T L
- l . - r I - - :-. ..
ﬁ“. C50 — P - -~ z _° C50
€ r —_—= .« . & T2
L 3 : ° AP
470 - a -. - -~ - g L]
475
a) depletion at hot infill location b) comparison at cold infill location

FIG. 4.3. Oil saturation and formation temperature at infill drilling locations: a)
saturation difference showing depletion at hot infill location, b) saturation comparison
at cold infill location.

140 °C in the production phase. However, the difference of oil saturation at cold location

is small (Figure 4.3b). The temperature was about 25 °C as the highest in the formation.

The survey was repeated in late 1997 to understand steam conformance in this new phase
and further evaluate IOI steam injection performance. The ultimate goal is to tie the
production data with seismic by comparing pads with infill drilling and without infill
drilling. In the past time-lapse seismic surveys were analyzed independently. By
comparing two independent results a conclusion about reservoir dynamic change can be
drawn. This approach is challenged when the questions rise: how consistent they are

between the results of two surveys; and when the later reservoir status is unknown or
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partially unknown can cross-calibration build up the bridge to obtain new parameters.

This chapter will mainly address time-lapse seismic data normalization and calibration.

4.2 Seismic attributes and discriminant analysis

The attributes are extracted from a window encompassing the reservoir. The extraction
window may be slightly broader than the reservoir interval for both amplitude-based
attributes and frequency-based attributes. The extraction window usually starts 10 ms
above the Clearwater reservoir top and ends 10 ms below the approximate bottom of the
Clearwater. In the frequency domain, the extraction window is actually extended with an
additional interpolation zone on both sides to reduce edge effects from the spectral
calculations. There are 47 amplitude attributes and 35 frequency attributes. Only
significant attributes are chosen for the discriminant analysis. The selection criteria for
seismic attributes to map the heated reservoir zone are as follows (physical and
mathematical aspects). From the rock physics stand point, seismic waves recognize steam
zones for three major reasons. The most critical reason is that natural gas evolves from
bitumen when the reservoir pressure is in the right range (2 to 3 MPa). In particular, for
the Cold Lake data set with temperature effect the P-wave velocity drops from 2300 m/s
in oil sands with 0% gas saturation to 1850 m/s with 2-5% gas saturation. Increasing the
rock temperature also causes a decreasing rock velocity. In the situation with high
temperature and low pressure there exists vapor in the heated zone, which causes a
similar seismic response to gas. Due to the gas effects attributes associated with
amplitude change (bright spot) are chosen such as peak amplitude and average absolute

amplitude.  Frequency-domain Table 4.1 Chosen attributes for reservoir monitoring.

attributes such as central Ap Peak amplitude
frequency are also chosen as AAB Average of absolute amplitude
they are related to s eismic PAV Average of positive amplitude
. . DMX Maximum duration of loop
attenuation in the steam zone.
o DECIL2 Low frequency
The second criterion for DECILS High frequency

attribute  selection is 0O CENTFREQ Central frequency
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correlate each individual attribute with wells (cyclic steam stimulation and injector-only-
infill wells) in area. The ones with the best tie are chosen. Finally, the attributes chosen
should be mathematically stable through the data volume. Highly redundant (highly
correlated) attributes should be removed though more or less there exists redundancy
between attributes. In particular, Table 4.1 shows chosen attributes for Cold Lake

reservoir monitoring.

Discriminant analysis is the supervised classification through computing posterior
probability. Unlike cluster analysis, discriminant analysis is implemented using a well
calibration data set as supervision. There are two major different types of discriminant
analysis algorithms, parametric and non-parametric. The parametric algorithm is valid if
each of the variables have 'normal distributions’, while the non-parametric algorithm is
valid when the variables do not have normal distributions. The seismic attribute (variable)
histograms are sufficiently close to the normal distribution that the parametric approach is

adopted.

There are two groups of wells (hot wells and cold wells) for Cold Lake steam
conformance (reservoir sweep) mapping and reservoir monitoring. The seismic data
needs to be classified into two groups - hot and cold. The seismic attributes have to be
trained (registered) before discriminant analysis. Figure 4.4 shows the partial seismic
CDP bin grid and wells with different status (hot and cold) from a survey area. The
training process is to register the well status to the certain seismic traces that satisfies a
geometric condition. Usually, the training is implemented within a radius around the well.
The radius is determined by the knowledge of reservoir status around the well. For
example, a cyclic steam stimulation (CSS) well with many cycles of steam can heat the
reservoir laterally more than 10 m in radius. Figure 4.5 shows the trained seismic traces
(grid) from the original seismic grid (Figure 4.4). In this case a training radius of 12 m for
hot wells and 14 m for cold wells are used. Each observation (trace) in the trained data set
has a group number (n, 1 for cold and 2 for hot) assigned (see Table 4.2). Suppose that x
is the trained data set (matrix). The covariance matrix (S,) within-group is expressed as

follow:
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) R _ T
Sn = F _ 1 Zle fJ(Xj - Xn) (Xj_XI’l) (4- l)
n =

where F, is the sum of the frequencies of the observations in group n, Table 4.2 shows
the sum of the frequencies in group 1 (cold class) is 18, L, is the total number of
observations in group n, Xj is the j-th observation vector (e.g. obs 10 in Table 4.2), x, 1s
the mean (mean of each variable, e.g. aab in Table 4.2) vector of the observations in
group n, w; is the weight of the j-th observation in group n, f; is the frequency of j-th
observation. Both w; and f; are set to 1 for the seismic attribute analysis. The mean vectors

(X.) are computed as follows:

1 L
Xa=——2w;f ;% (4.2)
n Jj=l
where
Ln
Wa=2w;f; 4.3)

=

W, is actually the total number of observations for w; = 1 and f; = 1. These parameter

values are used in seismic attribute discriminant analysis.

Let V denote either the pooled covariance matrix S or one of the within-group covariance
matrices S, (the pooled covariance matrix S will be used in linear discrimination, within-
group covariance matrix S, will be used in quadratic discrimination). The squared

distance from observation x; (for a cdp location) to group n is
d2 = (xj~%a) V' (x;—%a) - (4.4)
The group-specific density estimate at X; from group is then given by

£.(xp) = @ry P2V exp(-0.5d (x;)) 4.5)
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Using Bayes' theorem, the posterior probability of x; belonging to group n is

pn|x;) =—,%£"—(—’5jl-, (4.6)

2 Sk (xj)
k=l

where the summation is over all groups which is also called the estimated unconditional
density at x;, K is the total number of groups, ¢» is the prior probability of an observation
x; belonging to group n. Considering two different types of discrimination and whether
the prior probabilities are equal or not, the squared distance from x; to group n is

generalized as
D2(xp) =da(xy+g (n)+g,(n) 4.7

where

gi(n) = In|Sy| if the within-group covariance matrices are used, or
g:(n) = 0 if the pooled covariance matrix is used; and

ga(n) = -2In(q,) if the prior probabilities are not all equal, or

g2(n) =0 if the prior probabilities are all equal.

The posterior probability of x; belonging to group n is then generalized and equal to

~0.5 D3 (x;
p(n‘ Xj)= Kexp( D (XJ)) (4.8)

Y exp(-0.5 D% (x;))

k=1

Table 4.3 shows the statistics of the extracted attributes from seismic data. To make the
different seismic attributes comparable, they have to be normalized before training and
discrimination. The normalization is implemented by setting the standard deviation of 1.O
and mean value of 0.0 (see Table 4.4). The prior probabilities for both group 1 (cold) and
2 (hot) are set to 0.5. The discriminant analysis is applied to the trained data set. The

results are listed in Table 4.5. There are 93 out of 95 observations originally trained as
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cold class (group 1) classified into cold class, which is about 97.89% well to seismic tie
for cold class. Only 2 observations have been classified from cold class into hot class.
Also, 87 out of 95 observations are classified from hot class into hot class (91.58% well
to seismic tie), and 8 out of 95 observations are classified from hot class into cold class.
Finally, the discriminant analysis is applied to the whole survey area, and 8914 out of
11455 observations (77.82%) are classified into cold class while 2541 observations are
classified into hot class. Discriminant analysis applied to the training data set is a2 way of
quality control for seismic data processing and training radius. Improvement of seismic-
to-well tie could be achieved by reducing the size of training radius if the mistie was due
to too large of training radius. However, for the same radius a better well-to-seismic tie

reflects better quality of processing.

Some individual attributes are plotted. for part of the survey in Figures 4.6 - 4.8. The
attributes are normalized to have a mean of zero and a standard deviation of unity (1.0).
The maps are presented with two colored positing (red and blue) which span two standard
deviations in the data on either side of the mean. The average absolute amplitude (aab,
Figure 4.6) is providing an estimation of the seismic energy which is reflected from the
interval. This attribute correlates very well with hot and cold wells. The peak amplitude
(ap, Figure 4.7) is a measure of the single largest impedance contrast in the interval and
should correlate with the top or bottom of steam conformance when steam chamber is
present. When steam conformance is absent, this attribute reflects the single largest
amplitude in the interval (e.g. a tight streak may cause that). The low frequency (decil2,
the frequency value for which 20% of the energy is contained within, see Figure 4.8)
provides a measure of the low frequency content in the seismic trace. This attribute is

sensitive to seismic attenuation due to the presence of steam chamber.

The output of discriminant analysis is the posterior probabilities of belonging to each of
the classes with value of O to 1. Figure 4.9 shows the contoured color plot of discriminant

analysis that is the probability of belonging to the heated class (group 2). Compared with
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the overall discriminant analysis results (Figure 4.9), there is more noise present in the

individual attribute plots.
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FIG. 4.4. Seismic grid and calibration wells (red circles are hot
wells, blue circles are cold wells).
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FIG. 4.5. A modification of Figure 4.4 showing
seismic grid for training (red for hot, blue for cold).
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Table 4.2. The training data set for 6 wells in Figure 4.1 (group 1 for cold, group 2 for

hot).
obswell |grouplcdp_x |cdp_y|distancejaab ipav lap dmx gcentfreq decil2 idecil8
1 ‘w ell-1 1 2154 9170 13.34} -0.68: -0.573} -0.828; -0.843 -0.162} 2.349 -0.18
2 well-1 1 2159 9179 10} -1.37; -0.879} -1.547 -0.955 0.358{ 2.5261 0.708!
3|w ell-1 1 2163 9165 8.94! -1.14| -0.55}-1.121 -0.71 ’1.2i 0.772} -0.685
4lw ell-1 1 2168 9174 1.41 -0.8{ 0.396] -0.623| -1.024 0.289] 1.185! 0.619
5 EW ell-1 1 2172} 9160 13.83{ -0.71 -0.84; -1.305| -0.354 -1.38} 0.063} -0.589
6 }W ell-1 1 21731 9183 11.66{ -1.46| -1.177} -1.288} -0.334 -0.064; 0.495i -0.028
7 iw ell-2 1 2165 9210 13.34} -1.11} -1.346] -1.26 0.093 0.232] -0.685 15
8'well-2 1 2170} 9219 10| -1.06f -0.94! -0.947 -1.393 0.074} -0.126! 1.426
9iwell-2 1 2179 9214 141! -0.82| -0.818! -0.993; -1.403 -0.299 1.589| 0.839
10|well-2 1 2183} 9200 13.93 -1.1| -0.899} -1.15| -0.972 0.012) 2.909! 0.749
11iwell-2 1 2184} 9222 10.82| -1.01| -1.126{ -0.791| -1.504 -0.147; 4.041 1.067
12:well-2 1 2188| 9209 10.77} -0.96} -1.054 -0.9{ -1.201 -0.427| 4.243! 0.555
13iwell-3 1 2246] 9291 8.94| -1.15}| -0.791; -1.087} -1.129 0.7 2.928 1.185
14|well-3 1 2237 9296 13.34} -1.13| -1.135} -0.672} -0.313 0.919; 0.967| 1.716
15|well-3 1 2242 9304 9.43! -0.87| -0.622! -0.642} -0.117 0.461 1.008! 1811
16 iwell-3 1 2254| 9286 13.6| -1.58| -1.642] -1.558| -1.194 0.065f 0.314; 1.316
17 well-3 1 2256 9308 10.82 -0.7} -0.484} -0.516 0.306 -0.105| 1.884! 1.092
18w ell-3 1 2259 9295 9.85| -1.77! -1.665| -1.556| -0.941 0.068; -0.639! 0.877
19 'well-4 2 2186| 9267 5.43; 0.669| -0.017| 0.697 0.517 -0.086 -0.479: 0.306
20 |well-4 2 2190 92 9.85| 0.199} -0.188] -0.501 0.316 -0.168| -0.643; 0.023
21iwel-4 2 2195 9262 1, 1.884;: 0.896, 0.555 0.012 -0.405| -0.131 -0.797
22§w ell-4 2 2200! 9271 10.82] 0.676; -0.138! 0.319 0.196 0.09; -0.273 1.178
23 !W eli-4 2 2204} 9257 11.18| 1.497| 0.638| 1.047 0.221 -0.487{ 0.062] -1.043
24 :W ell-5 2 2238} 9237 10.3| 2.849; 1.506| 3.251 0.215 -0.648{ -0.009! -1.182
25 iw ell-5 2 2242 9224 9.43| 1.247! 0.011| 0.968| -0.021 -1.787| -0.261! -1.144
26 Zw ell-5 2 2247 9232 0} 2.824! 0.859; 2.994| -0.771 -0.642 -0.166: -0.942
27 fw ell-5 2 2252 9241 10.3] 2.365 1} 1.688 0.727 -0.037: -0.407! 0.266
28 iw ell-5 2 2256¢ 9228 9.85! 2.904; 1.313} 2.623} -0.007 -0.726! -0.212} -1.526
29 well-6 2 2264 9223 10.82! 2.506| 1.279} 2.461 0.403 -1.828} -0.381| -1.776
30 !wel-6 2 2268| 9209 9.43 0.9{ -0273¢ 1.863| 0.223 -0.607! -0.335! -1.394
31 iwel-6 2 2273} 9218 1} 2.269! 1.656; 1.885 1.198 -0.599} -0.371 : -1.725
32|well-6 2 2278 9226 10.3| 1.175] 0.499; 0.734 0.316 0.165| -0.476 ! -1.077
33|well-6 2 2282 9213 9.85]| 3.366] 3.082} 2.275| -0.079 -0.56 -0.287! -1.429




Table 4.3. Basic statistics of seven seismic attributes.

NAME MEAN STD
AP 3744.073938 1214.541994
DMX 9.655636 3.460257
PAV 1315.561749 371.419608
AAB 1238.878725 310.897530
DECIL2 27.387908 14.555580
DECILS 104.925582 24.100546
CENTFREQ 150.272208 33.024873

Table 4.4. Basic statistics of zero-mean normalized seven seismic attributes.

11469
11455
11469
11469
11469
11469
11468

Variable

AP

DMX

AAB
DECIL2
CENTFREQ

N Mean Std Dev Sum

11469
11455
11469
11469
11469

1.0000
1.0000
1.0000
1.06000
1.0000

[oNeoNaleNe

-2.1437
-2.1162
~2.8761
-1.7746
-2.4817

[eNeNoNolel

Minimum Maximum

4.8025
5.5587
5.4308
5.3695
4.8708

Table 4.5. Discriminant analysis results of training data set.

From group group 1 group 2 total
Group 1 93 2 95
percent 97.89 2.11 100
Group 2 8 87 95
percent 8.42 91.58 100
total 111 89 190
percent 53.16 46.84 100

Table 4.6. Discriminant analysis on the whole survey data set.

group 1 group 2 total
obs 8914 2541 11455
percent 77.82 22.18 100

116
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9400 -

FIG. 4.6. Normalized, zero-mean attribute of the average of
absolute amplitude posted as two classes, positive values are
red, and negative values are blue.

Peak amplitude

9400

9200

2600 2300 2400

FIG. 4.7. Normalized, zero-mean attribute of peak amplitude
posted as two classes, positive values are red, and negative
values are blue.
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FIG. 4.8. Normalized, zero-mean attribute of low frequency
posted as two classes, positive values are red, and negative

values are blue.
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T T
2000 2200 2400

FIG. 4.9. Results of discriminant analysis contoured from
0 (blue, cold) to 1 (red, hot) with contour interval of O.1.
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4.3 Time-lapse data normalization filter

The Wiener-Levinson filter is used for time-lapse

seismic data normalization (see Appendix A). A

derived matching filter should be a wavelet-like pulse. 1 0

The length of the filter should cover the major

20-

changes (both phase and amplitude) of the pulse. :

Figure 4.10 shows an example of 80 ms long shaping
(normalization) filter (operator). The magnitude of the — 30§ }‘
pulse indicates amplitude adjustment between two % 40_% i
traces (surveys), and the fact that the pulse is not zero E :

phase indicates phase change between two traces = 50% XL
(surveys). Seismic data normalization can be applied 8
to phase or amplitude alone, or by both. An average 50.5 )
filter can be extracted and used to normalize seismic

data between two surveys. Detailed discussions 70;

follow. :

4.4 Calibration sets FIG. 4.10. A shaping filter for

time-lapse data normalization.
4.4.1 Time-lapse seismic surveys

Time-lapse seismic surveys (for example the 1995 survey versus the 1997 survey)
conducted at B trunk area (also called B2B4B5B6 pads) of Cold Lake operation are
analyzed to illustrate data normalization algorithm. The purpose of these surveys is to
monitor the reservoir performance and to evaluate the joint well production pattern by
combining cyclic steam stimulation (CSS) wells with the injector only infill (IO]), and to
compare with simple CSS well production. The survey conducted in 1995 was used for
defining the infill drilling locations (Eastwood, 1996a, 1996b). The 1995 survey was
acquired at two separate times when reservoir pressures were similar throughout B trunk
survey area. The southern part of the region was surveyed in April, 1995; the northern

part was surveyed in June, 1995. To evaluate the infill well steam performance the 1997
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survey was used to map the steam conformance. One line (inline 95) of repeated 3-D
survey area is shown in Figure 4.11. The steam chamber is clearly seen in the reservoir
portion on the seismic section (bright spot), and significant changes have occurred
between surveys of '95 and '97 with amplitude increase and frequency drop especially on

the left hand side of reservoir interval.

4.4.2 Well calibration sets

FIG. 4.11. Repeéted 3-D seismic surveys (inline 95) of B trunk area, Cold Lake,
Alberta. Steam chambers are developed in the reservoir interval on the left side of
1997 survey. Green horizon is Devonian top.

Based on 1995 infill drilling results and reservoir status (most CSS wells were hot except

abandoned ones) a well calibration set of '95 was developed (see Figure 4.12). Most of
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CSS wells were hot (represented by red color). Cold wells at B02 and BO5 pads were
determined from infill drilling results. Cold calibration points (also called pseudo "wells")
at BO4 and B06 pads were determined through an iterative process. First, an initial steam
conformance map was obtained from discriminant analysis of seismic attributes with a
list of known hot and cold wells for the calibration set. Cold spots (points, pseudo
"wells™) were picked from this initial steam conformance map, and then vertical seismic
sections were examined as a quality control to make sure that those spots are indeed
"cold" (no steam disturbance, no brightness of amplitude, and no frequency drop or
attenuation). Finally, cold pseudo wells are taken into account in seismic atuibute
calibration; crossplots of seismic attributes for such calibration lists are viewed to make
sure that the selected cold pseudo wells are cold. In the B trunk tirne-lapse analysis, cold
pseudo wells on BO4 and BO6 pads were consistently picked for both surveys of '95 and
'97. All the CSS wells on the edge of survey area (green color) are excluded for
calibration as seismic data quality goes down along the survey edge (fold drops, signal-to-

noise goes higher).

The calibration set (well list) for '97 seismic survey was built differently (see Figure
4.13). The IOI wells should no longer be cold as one cycle of steam has been injected into
the reservoir through these wells. Indeed, the purpose of '97 seismic survey was to
monitor the IOI through mapping the updated steam conformance. Therefore, IOI wells
are excluded in the '97 calibration set (represented by green color). Cold calibration
points are only restricted on those cold pseudo wells on B4 and B6 pads. Pads B2 and B5
are avoided for cold calibration points for the '97 survey as these two pads are the IOl
pilot study area. The well spacing on these two pads is much tighter. Most CSS wells are
still hot (red) as steam was injected into them during first cycle of IOl. However, some
CSS wells have significantly cooled as bitumen is produced. When used in the calibration
set, these wells may be "warm". The crossplots of seismic attributes around this well may

be scattering across hot-cold regions. Figure 4.14 shows seismic attributes



FIG. 4.12. Well calibration set based on 1995 well's status, red
- hot wells, blue - cold wells, and green - wells excluded from

calibration list.

FIG. 4.13. Well calibration set based on 1997 well's status, red -
hot wells, blue - cold wells, and green - wells excluded from

calibration list.
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crossplots of two attributes from trained data set with hot (red dots), cold (blue dots), and
wells across boundaries between red and cold (green dots) within a certain training radius
(red circle in Figure 4.14a). A well on the edge of steam chamber may behave like this

through CSS during first cycle of IOL

Two  calibration  sets ; cetr e L
: PR .....-

: . FY P ROl
discussed above have .t :‘-_3:’:1.5_.'.‘-: " .
different features. 3 .-'t.-g rA X

. " - Il = ! y "h- . -‘ L]
Comparing the 95 C|weli | | | ‘.:i';'
calibration set with '97 w€< = rod - hot wells

o T ! blue - cold well
calibration set, the '95 | seismic grid H- green - wells unused
calibration set (Figure 4.12) S AF; z 3
has more robust cold =
a) well to seismic training b) attributes cross plot after training

calibration points as most

of cold calibration points FIG. 4.14. Well to seismic attribute training within

irilli certain radius (a) and attributes crossplots (b) of average
are g results (10 absolute amplitude (AAB) versus peak amplitude (AP)
wells). Also, statistically, it for a calibration well set.

is better balanced in terms of the number of calibration points (wells) of hot versus cold
(82 versus 78). The '97 calibration set, however, has an unbalanced number of hot to cold

points (75:18).

To illustrate the importance of the calibration set, the '95 seismic survey data was
analyzed using each of the two calibration sets. The correct steam conformance map of
the '95 seismic survey is shown in Figure 4.15. It was obtained by using the '95
calibration set via discriminant analysis. However, the difference can be significant when
a different calibration set was used. Figure 4.16 shows difference contours of pre-IOI
steam conformance by using calibration sets of '95 versus '97. The difference was
obtained by simply subtracting result with '95 calibration set from result with '97
calibration set. The difference ranges from -0.73 to 0.93 which are represented by
different colors: green - blue - white - pink (see color legend in Figure 4.16). Most areas

show a difference of -0.3 to 0.3 which can be assumed as relatively no difference in steam
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conformance. Differences represented by white to pink colours indicate 0.4 or higher
difference in steam conformance, which is significant. If the '97 calibration set was used,
more hot reservoir is indicated. Figure 4.17 A & B show enlarged section of Figures 4.15
and 4.16. Two IOI wells (B2-29 and B2-35) were drilled based on the 95 steam

distribution map (see Figure 4.16A). These two locations have been confirmed as cold

FIG. 4.15. The 1995 steam conformance map before injector-only-infill (IOI) wells.
Obtained by using correct calibration set ('95 calibrations set, see Figure 4.5), pink - hot
reservoir, blue - cold reservoir.
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reservoir by drilling. However, with the inappropriate ‘97 calibration set, discriminant

analysis indicates that these two locations are hot (see Figure 4.16B).

The examples above have demonstrated that calibration is a key factor for accurate
analysis when a statistical method such as discriminant analysis is used in steam
conformance mapping. The correct input of calibration and training set helps better
classify seismic data (attributes) into the right categories. A proper calibration list
requires experience and background knowledge of reservoir status including engineering,

geophysics, and geology.

N ——
A 05 1

="y
05

O3NQ01 01 0 07 09,%

FIG. 4.16. Steam conformance difference of '95 survey when using different
calibration sets (subtraction of result of '95 calibration from result of '97 calibration).
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A) B02 pad ‘95 steam distribution B) B02 pad ‘95 steam distribution difference

FIG. 4.17. B2 pad pre-IOI steam distribution (A) and steam distribution difference

when using different calibration sets.

4.5 Cross-calibration and data normalization in time-lapse seismic analysis

4.5.1 Cross-calibration

For the '97 (post-IOI) steam conformance using the ‘97 calibration set, discriminant
analysis provides the steam conformance map shown in Figure 4.18. This conformance
map is not acceptable simply because there appears significant areal steam coverage on
the northern pad locations where no wells have ever been drilled! It is clear that there
significant artifacts in the result. Also, it is unlikely that with only one cycle that steam
has almost reached everywhere in reservoir (compare Figure 4.15 and Figure 4.18). Even
though the result is very discouraging the well-to-seismic tie statistics of the calibration
set is quite good. This is a 99.12% tie for cold calibrations (18 wells) and 85.88% tie for
hot calibrations (75 wells). Note that this calibration set has unbalanced



number of hot versus cold points (see
Table 4.7). With existing calibration sets
the other option we have is to use '95
calibration set. It may not be true to
assume that IOI wells are still cold as we
have sent one cycle of steam to the

reservoir through these IOI wells.

127

Table 4.7 Well-to-seismic statistics for
post-IOI survey with '97 calibration set.

total
calibration well to seismic tie
points
cold 113 99.12
hot 354 85.88

FIG. 4.18. The 1997 Steam conformance map after IOl with '97 calibration set (see

Figure 4.6), red - hot reservoir, blue - cold reservoir.
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Still, it is interesting to see the result with calibration. Figure 4.19 shows the post-IOI
steam distribution with '95 calibration set. Comparing with Figure 4.18, steam is stll
present on the northern pads but with slightly less areal coverage. Even though the result
is still not acceptable, the total areal conformance is less, but clearly, an improved

calibration of training method is required.

FIG. 4.19. The 1997 steam conformance map after IOI with '95 calibration set (see Figure
4.5), red - hot reservoir, blue - cold reservoir.



The schematic in Figure 4.20 is used to
Bsurvey _ g ‘97 survey

illustrate the concept of seismic attributes
cross-calibration. Cross-calibration can
also be called cross-training as the process
is part of statistical analysis. This novel

approach uses the '95 (pre-IOI) calibration

FIG. 4.20. Schematic diagram illustrating
. . . . . the concept of time-lapse seismic data
get a new training set. This training set 1S cross-calibration or cross-training.

set to train '95 seismic data (attributes) to

then applied to the discriminant analysis of the '97 seismic data. The seismic attributes
training set of survey A is applied to the discriminant analysis of survey B. This process
is called cross-calibration or cross-training. This process should provide consistent
analysis between time-lapse seismic surveys. Therefore, it provides consistent results in
terms of reservoir status, and parameters. It provides a mean for reservoir prediction. In
this case the reservoir status of '95 is known; only seismic data is available for '97. The
unknown is the '97 reservoir status. To make this process work, time-lapse seismic data
normalization is required. The issues of data normalization are discussed in the following
section. The concept of cross-calibration is first applied to the analysis of the two survey
datasets. Figure 4.21 shows post-IOI steam conformance without time-lapse seismic data
normalization but with cross-calibration. Seismic attributes of '95 survey were trained
with '95 calibration set, then applied to the discriminant analysis of '97 survey. The result
looks quite encouraging even though no data normalization has been applied yet. There
appears some steam on the northern non-steamed pad locations but on different spots.
The result is still not acceptable but cross-training has made quite a difference, especially

on B6 pad.

4.5.2 Data normalization

With the theory of shaping filtering discussed earlier in mind, the time-lapse seismic data

normalization can be implemented in a number of different ways:
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FIG. 4.21. The 1997 steam conformance obtained by applying '95 training set to ‘97
discriminant analysis, no seismic data normalization is applied.

1. Whole survey match operator — average filter of all filters that are derived from each

post-stack CDP trace pair between surveys excluding reservoir interval, both phase and

amplitude are adjusted between surveys.

2. CDP-to-CDP match operator — a single filter is extracted from each CDP pair. Data
normalization is implemented on the post-stack trace base. Both phase and amplitude are

normalized for each trace, which may be different.
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3. Shot phase match operator — filters are derived to match the phase of each trace of a
shot gather of survey A to its correspondent stack CDP of survey B. Only phase is

normalized.

4. Shot phase match plus CDP-to-CDP match operator — combination of above

operations 3 and 2.

5. CDP-to-CDP gain match operator — a filter is extracted for each CDP traces pair but

only amplitude adjustment is applied.

6. Multi-trace operator — one filter is derived from a block of CDP traces and applied to

the whole survey data normalization.
A number of rules should be followed when a filter is designed. These rules include:

(1) The section used for the filter design should have minimal or no acquisition

fingerprint.
(2) Focus on the data portion where the best repeatability retains.
(3) Exclude the reservoir portion where changes occur from survey to survey.

(4) Use the information above the reservoir rather than below the reservoir as changes
occurred in reservoir between surveys may affect the seismic section below it except
special situation such as Cold Lake, Alberta where reservoir is very shallow (around 420
meters to 470 meters). In this case a part of seismic section (certain distance) below the

reservoir is used.

(5) The operator should have reasonable length and cover at least a few wavelengths so

that it does not pick up the local geology.

With current acquisition geometry, seismic artifacts (acquisition fingerprint) appears at
about 200 ms (200 meters in depth) and above on the section in Cold Lake 3-D seismic

data. Figure 4.22 shows the time slice of 175 ms of the coherence cube calculated from
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FIG. 4.22. Time slice at 175 ms from coherence cube of 1997 survey showing
acquisition artifacts, white - high coherence value, black - low coherence value.
the '97 seismic survey. It is due to acquisition that strong amplitude "fabric texture"

present. These artifacts disappeared as the time slice is moved down.

Figure 4.23 shows an inline seismic section (inline 91) of the '97 survey. The section can
be classified into three major zones: the zone of artifacts above 200 ms (shallow zone).
Due to the change of fold coverage the seismic characteristics have significant changes in
this zone. Amplitude varies strongly from trace to trace. The dynamic zone is the
reservoir portion and its surrounding area (see the box with black dotted line in Figure

4.23) when the steam chamber is changing from time. The time sags on the Devonian top
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are associated with the presence of a steam chamber. Therefore, Devonian top is also
subject to change. This zone (400 ms to 550 ms) should be excluded when designing a
shaping filter. It is assumed that data in time window of 300 ms to 1000 ms excluding
changing zone have good repeatability and define it as repeatable zone, which is used for
filter design. After normalization filter is extracted, the data normalization is

implemented in the entire time window of 0 to 1000 ms.

The subtracted difference can be used to check the repeatability between two surveys.
Figure 4.24 shows the difference by subtracting the '95 migrated stack section from the
'97 migrated stack section without data normalization. As expected there is significant
energy in the changing zone including the steam zone and Devonian top. Also, the
residual energy above and below the changing zone is very strong. Coherent energy in
time window of 300 ms to 400 ms and lower part of the section (550 ms and below) can
be minimized. Figure 4.25 shows the similar subtracted difference between the two
surveys but with CDP-to-CDP trace normalization. It is clear that a simple CDP-to-CDP
normalization has significantly reduced the difference between the two sections above

and below the changing zone (compare Figure 4.24 and Figure 4.25).

Figure 4.26 shows the post-IOI steam conformance with cross-calibration and CDP-to-
CDP data normalization. Obviously, improvement has been made as the picture is cleaner
compared with Figure 4.21. The random noise area is much smaller on northern pad
locations where there are no wells or steam. Improvement is still needed as the northern
pad locations are not totally clean. Pre-stack efforts have been made for data
normalization. It would be very difficult to attempt to normalize pre-stack data between
surveys on the base of shot-to-shot gather or receiver-to-receiver gather as the survey
patch between two surveys is different (e.g. different layout). Also, the surface conditions
were different between two surveys as they were surveyed in different seasons. The Post--
IOl survey was conducted in winter when ground was frozen. Finally, the fold

distributions between two surveys are significantly different as described earlier.
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FIG. 4.23. Time-lapse seismic section showing data normalization
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If seismic phase is consistent throughout processing the phase of each trace of a shot
gather of post-IOI ('97) survey can be matched to its corresponding stack CDP of the pre-
IOI ('95) survey. Therefore, shot phase match filtering is an operation between a pre-stack
gather and a post-stack CDP trace of time-lapse surveys. In this operation, only phase is
normalized. The steam conformance obtained from applying this filter is shown in Figure
4.27. Comparing Figure 4.26 and 27, it indicates that pre-stack phase matching operation
did not improve the result much. A post-stack multi-trace operator is extracted from areas
where reservoir has no changes between '95 and '97 surveys (yellow block areas in Figure
427) and applied to normalize '97 data set. The steam conformance map from this
operator shows a significant improvement (Figure 4.28). The 'noises’ on northern pad
locations are almost all removed. Figure 4.28 is the enlarged northern part of B2 pad
showing the comparison of results from different match operator. In general, all results
show post-IOI steam channels are bigger (Figure 4.29 b, c, and d). According to

production engineering data (pressure, temperature, and gas saturation), three wells
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annotated with yellow dots show no steam. However, some kind of noise is shown around

the wells on the result without data normalization (Figure 4.29b).

FIG. 4.26. The 1997 steam conformance by applying 1995 training set to 1997 discriminant
analysis with seismic data normalization applied.
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FIG. 4.27. The 1997 steam conformance by applying 1995 training set to 1997 discriminant
analysis with seismic data normalization of shot phase match plus post-stack CDP-to-CDP
match applied. Yellow blocks are the location for filter extraction for multi-trace
normalization match filtering.
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FIG. 4.28. The 1997 steam conformance by applying 1995 training set to 1997 discriminant
analysis with seismic data normalization of post-stack multi-trace match operator applied.
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a) ‘95 steam distribution b) ‘97 steam distribution (no operator)

c) Shot phase match + cdp match d) Multi-trace operator

FIG. 4.29. The steam conformance before and after injector-only-infill wells (well
number 21 or higher) and comparison of different normalization operator.



140

4.6 Conclusions

It is clear that in the discriminant analysis use of a different calibration set provides
different results of steam distribution. Significant differences result from using different
calibration sets. In the training set, it is better to have a balanced number of calibration
points for each class. Time-lapse cross training or cross calibration works; it gives better,
more stable, and consistent results than independent calibration. However, without data
normalization cross calibration was impossible. Data normalization is the key process for
proper calibration. The best results were obtained from multi-trace operator derived from
the unchanged reservoir. It was found that pre-stack data normalization is unnecessary.

The match operator determined from the whole survey is the worst.
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Chapter 5 — Non-redundant attributes: attributes from principal

component decomposition

5.1 Introduction

A primary goal in reservoir characterization or monitoring is to obtain a robust and
accurate relationship between the seismic data and the reservoir property of interest.
Seismic attributes extracted from the data volume provide a basis for the calculation of
the reservoir properties. The attributes represent a data reduction technique where a few
select attributes replace the seismic trace. The attributes are chosen in an attempt to
capture only the variation in the salient reservoir property and to exclude other

information.

Conventional seismic attributes, such as average amplitude, isochron, peak amplitude,
central frequency, etc. are readily extracted from a data volume and can be related to
reservoir properties in many instances. However, these attributes do not necessarily
capture the entire variance of the reservoir property of interest. As well, these attributes
have some degree of correlation, and thus, analysis techniques must be able to

compensate for the redundancy.

In contrast, seismic attributes calculated from principal component decomposition of the
seismic data are not correlated and the full suite of principal components contain all the
variance in the seismic data (Hemon and Mace, 1978; Fournier and Derain, 1995).
Perceived disadvantages of principal component attributes are that they are data set

dependent and are not directly related to physical properties.

Previous attribute analysis for seismic monitoring in Cold Lake used seven conventional
attributes from the amplitude and frequency domain calculated over the reservoir interval
(Eastwood, 1996). The suite of attributes was selected by first removing highly correlated

attributes and retaining only those attributes which were correlated with well control
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(Eastwood, 1996). The suite of attributes was also physically justified based on simple
forward modeling with synthetic data. Well control (steam injection locations and known
cold reservoir location) was used to calibrate the seismic attributes for use in discriminant
analysis. The output from the discriminant analysis for every trace location is the
similarity to the two classes, on a scale of O to 1. These attributes, however, contained
some redundant information and did not capture all the variance in the seismic data for

the reservoir interval.

The application of this previous technique to a new monitoring project at Cold Lake
(A02/A04 pads) produced results that were not as definitive as previous applications. The
new result at AO2/A04 showed less spatial coherence for the mapped features, with the
discriminant function providing an 80% agreement with well control compared to a
previous 95% agreement with well control. In addition, the seismic map cannot be fully
reconciled with engineering pressure communication data, and no anomaly is present in

the northeast corner of the survey (well A02-10).

Principal component attribute analysis at the A02/A04 seismic monitoring project
produced better results than the conventional attribute analysis. In particular, the
discriminant function provided an 90% correlation with well control, and the areal
conformance was better correlated with the engineering pressure communication data.
Finally, the spatial coherence of the mapped features is higher with the principal
component analysis than with the conventional attributes and an anomaly is present in the
northeast comer of the survey (well A02-10). To achieve this superior result, it was
necessary to include all twenty principal components (which accounted for 99% of the
statistical variation in the seismic data) in the calibration procedure for the discriminant
analysis. The full suite of principal component attributes is defendable, since the analysis
was also performed first with a minimal set of principal components and then increased,
and the results were compared to our conventional analysis technique, which has stronger

deterministic foundation.

To minimize the dependence on the seismic data sets, time-lapse data sets were analyzed

by merging two data sets together. The principal components were extracted from the
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merged data set, and attributes were calculated separately from each individual data set by
using the same principal component shapes. A significant improvement has been made by

applying this technique.
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5.2 Principal component attributes

Principal component  attributes
(PCA) are the attributes from the
principal component decomposition
of seismic data. Figure 5.1 illustrates
the concept of principal component
attributes. The idea behind PCA is

that a seismic trace is composed of a

finite set of waveform shapes. The

P Y leialeteoietahutak: |
\

concept is similar to Fourier analysis,

which states that a seismic trace can

be reconstructed using a weighted

f W1 = 0.10, W2e0.90, W3=0.0}

linear sum of shapes. These weights

become the attributes. We consider N FiG. 5.1 Dlustration of the concept of principal

seismic traces (x,(f), i=I, N and component attributes.

t=1, M) to form the covariance matrix.

C =X'X 5.1

This matrix is square of size N and it is symmetric. The Singular Value Decomposition

(SVD) is formed to decompose the matrix as follows:

C=RLR". (5.2)

The matrix L is the diagonal matrix of the eigenvalues. The columns of matrix R are the
eigenvectors corresponding to these eigenvalues. The ith principal component is defined

as

N
pi(®) =Y rjx; (). (5.3)

J=t
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Where r is the eigenvector corresponding to the ith largest eigenvalue. Each principal
component is just a certain linear combination of the input traces. The seismic trace

reconstruction is the inverse transform of the above process and is given by

N
x@®=Yrip;®). (54)

j=t
Some features are worth noting in the principal component decomposition process. First
of all, the energy of each principal component is just its corresponding eigenvalue.
Despite the fact the eigenvalues do not enter into the definition of the transform in the
above equation, they are the keys to understanding the importance of the principal
component. The eigenvalue is the indicator of the relative importance of each component
contributing to the original data. Components corresponding to very small eigenvalues
contribute very little to the make up of the original data and can be ignored without great
loss; therefore, the total energy of the seismic traces is the sum of the eigenvalues. The
most important feature in attribute analysis is that all the principal components are
orthogonal. In other words, they are independent of one another and the principal
component attributes (eigenvectors) are independent of one another. They are not

correlated and not redundant in statistical analysis.
5.3 Analysis and comparison to conventional attributes

5.3.1 Data sets

The analysis and comparison have been carried out at A0O2/A04 pads (the example of
poor signal-to-noise ratio data) and JO1/J08 pads (the example of good signal-to-noise
ratio data) surveys. To address the issue of time-lapse analysis when using principal
component attributes the 95 and 97 surveys of B02 pad data (part of B2456 pads survey)
were analyzed. Figure 5.2 shows a seismic section at A2/A4 pads, which illustrates where
reservoir has been accessed by steam. The data were poorly processed. Due to the low

reflection coefficient (almost no impedance change), picking the Clearwater formation
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top is a difficult task; however, the depth data is widely available from well picks. The
interpretation of the Clearwater was accomplished through depth-to-time conversion
using the appropriate velocity. Both the conventional and principal component seismic
attributes were extracted in a time window of 5 ms above and 50 ms below the
Clearwater top horizon (see Figure 5.2). The 3-D seismic data show a bright spot and a

frequency drop (attenuation) in the place where steam has accessed reservoir.

5.3.2 Areal steam conformance mapping using conventional and PCA attributes

Traditionally, attribute analysis was composed of seven conventional attributes from the
amplitude and frequency domain calculated over the reservoir interval. These
conventional attributes, such as average absolute amplitude, peak amplitude, central
frequency, low frequency, high frequency, and maximum duration are readily extracted
from a data volume and can be related to reservoir properties in many instances. The
suite of attributes was selected by first removing highly correlated attributes and retaining
only those attributes which were highly correlated with well control (Eastwood, 1996).
The suite of attributes was also physically justified based on simple forward modeling
with synthetic data. Well control (steam injection locations and known cold reservoir
locations) was used to calibrate the seismic attributes for use in discriminant analysis. The
output from the discriminant analysis for every trace location is the similarity (posterior

probability) of the two classes, on a scale of 0 to 1.

Figure 5.3 shows the result of the discriminant analysis of A02/A04 seismic data by using
seven conventional attributes. It was noted that: (1) the conformance map looks very
noisy, (2) the well-to-seismic tie statistics for both hot spots (CSS wells) and cold spots
are below 80%, (3) well A2-10 has been steaming for 10 cycles, but it is not shown hot
enough as expected. Further analyses were carried out using nine attributes (Figure 5.4)
and five attributes (Figure 5.5). Among three conformance maps (Figure 5.3-5.5) the

cleanest one is from the five attributes analysis while the well-to-seismic tie statistics
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FIG. 5.3. Discriminant analysis results of hot versus cold reservoir of A2/A4 pads using
conventional seven attributes (aab-average absolute amplitude, ap-peak amplitude, pav-
positive average amplitude, dmx-maximum duration, centfreq-central frequency, decil2-low
frequency, decil8-high frequency), global calibration.
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FIG. 5.4. Discriminant analysis results of hot versus cold reservoir of A2/A4 pads using
conventional nine attributes (aab, ap, pav, pan, dmx, dmn, centfreq, decil2, decil8), global
calibration applied.
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FIG. 5.5. Discriminant analysis results of hot versus cold reservoir of A2A4 pads using five
conventional attributes (aab, ap, pav, centfreq, decil2, decil8), global calibration applied.
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remains similar. It should be noted that global calibration was used in the discriminant
analysis of above results. Global calibration means that one single scale (standard) is
applied to all data traces (the whole survey area) in the statistical analysis, or the posterior
probability is computed using calibration set from the whole survey area. In a large survey
area the geology could change from one to another, thus local calibration is more
applicable in that case. Local calibration indicates that different scales (standards) are
applied to different restricted areas. The discriminant analysis routine allows local
calibration by assigning a value to the parameter k, which is the number of surrounding
calibration points included. Though the survey area of A2/A4 pads is small (1.1 km by
1.1 km), local calibration analysis was carried out. Figure 5.6 shows the results of the
local calibration discriminant analysis with a parameter k£ of 20 (calibration points for
each local area) which is roughly about one pad size. The result shows similar pattern,
less areal conformance, and that it is noisier comparing to global calibration (Figure 5.5).
By reducing the size of the local calibration of k to 15 (Figure 5.7), 10 (Figure 5.8), 5
(Figure 5.9), the results get noisier and noisier, therefore, it was concluded that local
calibration is not a solution to improve the image in this case. The fundamental
disadvantage with conventional attribute analysis is that attributes contain some
redundant information and when a limited number of attributes are used in the
discriminant analysis it does not capture all the variance in the seismic data for the
reservoir interval. Table 5.1 shows correlation coefficients for nine conventional
attributes for all traces of the whole survey area. Basically, almost all of the nine
conventional attributes (in this table) are correlated. The average of absolute amplitude
(aab_a) is strongly correlated to the peak amplitudes (pav_a) (correlation coefficient
greater than 0.85). Similarly, a low frequency (decil2) is strongly correlated to the central
frequency (centfreq) (correlation coefficient greater than 0.77). This is illustrated in the
cross plot of the conventional attributes (Figure 5.10) in which a linear relation may be
constructed between some attributes. However, principal component attributes are
orthogonal to each other. It is very clear that the correlation coefficients are all zero

(Table 5.2), and the cross plots of the principal component attributes are randomly
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Table 5.1. Pearson correlation coefficients of nine conventional attributes (N=12708).
AP_A |DMX_A|PAV_A | AAB_A | DECIL2 | DECIL8 CENTFROAMN_A| AMX_A
1.00000 {0.02653 | 0.61648 [0.73767 |-0.01451 | -0.08692-0.05622|-0.83186| 0.71131

AP_A 0.0 0.0028 {0.0001 | 0.0001 |0.1019 | 0.0001 | 0.0001 | 0.0001 0.0001
DMX A 0.02653 | 1.00000 | 0.13025 | 0.13280 | -0.57503| -0.35868| -0.61942-0.02820| 0.01052
- 0.0028 | 0.0 0.0001 | 0.0001 | 0.0001 { 0.0001 | 0.0001 | 0.0015 |0.2357

PAV A 0.61648 }0.13025 | 1.00000 | 0.85707 | -0.04021| -0.18817} -0.14676] -0.40881 0.77302
= 0.0001 |[0.0001 0.0 0.0001 0.0001 | 0.0001 | 0.0001 0.000t | 0.0001

B A 0.73767 |0.13280 |0.85707 |1.00000 |-0.05701]-0.20864| -0.16258| -0.67868} 0.66838
- 0.0001 |0.0001 |0.0001 |0.0 0.0001 | 0.0001 | 0.0001 | 0.0001 | 0.0001

-0.01451(-0.57503-0.04021 | -0.05701] 1.00000 [0.36367 | 0.78960 |-0.00802| 0.03068

DECIL2 151019 |0.0001 | 0.0001 | 0.0001 |00 0.0001 [00001 |0.3659 | 0.0005

-0.08692| -0.35868|-0.18817 | -0.20864]0.36367 |1.00000 | 0.77775| 0.06546 |-0.06895
DECIL8 00001 |0.0001 |0.0001 |0.0001 |0.0001 | 0.0 0.000t | 0.0001 | 0.0001

CENTERO -0.05622]-0.61942 |-0.14676 [-0.16258 | 0.78960 | 0.77775 | 1.00000 {0.02727 (-0.02616
0.0001 {0.0001 {0.0001 |0.0001 [0.0001 |0.0001 | 0.0 0.0021 |0.0032
-0.831864-0.02820 |-0.40881 |-0.67868 | -0.00802| 0.06546 |0.02727 | 1.00000 | -0.35575
0.0001 | 0.0015 | 0.000t |0.0001 | 0.3659 |[0.0001 [0.0021 }0.0 0.0001

0.71131 | 0.01052] 0.77302 0.66838 | 0.03068 |-0.06895 |-0.02616 |-0.35575 | 1.00000
AMX_A 1o0001 | 02357 | 0.0001 | 0.0001 |0.0005 |o0.0001 | 0.0032 |0.0001 | 0.0

AMN_A

AP_A - peak amplitude, AMX_A - maximum amplitude,
DMX_A - maximum duration. AMN_A - minimum amplitude,
PAV_A - average of all positive amplitude, DECIL2 - low frequency content.
AAB_A - average of absolute values of all amplitudes. DECILS - high frequency content.

scattered, in which no linear relation may be extracted. Following the definition of the
principal component attribute, seismic traces of the A2/A4 survey area are decomposed
into finite sets of 32 shapes. The corresponding principal component attributes
(eigenvector) were extracted. Some basic statistics of the first 10 principal component
attributes for A2/A4 pads seismic data are listed in Table 5.3. In general, for Cold Lake
seismic data which has a dominant frequency of 100 to 120 Hz and a fold of 12 to 20 at
the level of interest (Clearwater formation, window of 400 ms to 460 ms), the first 20

shapes capture more than 99.99% of the information (variance) in original seismic data.

The typical hierarchy of the Clearwater formation, principal component shapes and the
variance captured are listed in Table 5.4. If the data is filtered down to 62 Hz only 12

attributes are needed to capture more than 99.99% of the information of the filtered data
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FIG. 5.10. Cross-plots of six conventional attributes showing
some correlation between attributes.

FIG. 5.11. Cross-plots of principal component attribute-1 (1sO1)
against 20 principal component attributes (1s01-1s20) showing
no correlation hetween attributes.
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(see Table 5.4). To capture 99.99% of the information when data is filtered down to 25
Hz only 6 attributes are needed. The lower the band of data the higher the percentage of

Table 5.2. Pearson correlation coefficients of the 10 PCA attributes (N=12709)

PCAO1|PCAQ2 | PCAO3 |PCAO4 | PCAOS | PCAO6| PCAO7| PCAO8| PCAQ9} PCAIO

-0.00001
0.9987
-0.00002
0.9982
0.00001
0.9995

0.00001
0.9994

-0.00001
0.9994
-0.00001
0.9993
-0.00000
0.9997

-0.00000
0.9999

-0.00000
1.0000
1.00000
0.0

PCAO1 -0.0000(0.00000
0.9996 }0.9998
1.00000§ 0.0000
0.0 1.0000
0.00000}1.00000
1.0000 |0.0
0.00000} -0.00000
0.9997 |0.9996
-0.0000d 0.00000
0.9996 |1.0000
0.00000}-0.00000
0.9999 10.9998
-0.0000q 0.00000
0.9998 10.9999
-0.00004 0.00001
1.0000 |0.9993
-0.00001}-0.0000
0.9990 10.9999
-0.00002 0.00001
0.9982 10.9995

0.00000
0.9998
0.00000
0.9997
-0.00000
0.9996
1.00000
0.0
0.00000
0.9997
0.00000
0.9996
-0.0000
0.9999
0.00000
0.9996
0.00000
0.9999
0.00001
0.9994

-0.00001
0.9994
-0.00000
0.9996
0.00000

1.0000
0.00000
0.9997
1.00000
0.0
-0.00001
0.9995
-0.00000
0.9996
-0.00001
0.9995
0.00000
0.9996
-0.00001
0.9994

-0.00000
0.9997
-0.00000
0.9998

-0.00001
0.9989
-0.00000
1.0000
0.0000 | 0.00001
09999 |0.9993
-0.00000(0.00000
09999 |0.9996
-0.00000] -0.00001
0.9996 |0.9995
-0.00000)0.00000
0.9999 |0.9999
1.00000 |-0.0000
0.0 0.9999
-0.00000] 1.0000
0.9999 | 0.0

-0.0000qG 0.0000
0.9996 | 0.9998
-0.0000Q -0.0000
0.9997 | 0.9999

-0.00001
0.9993
-0.00001
0.9990
-0.00000
0.9999
0.00000
0.9999
0.0000
0.9996
0.00001
0.9991
-0.00000
0.9996
0.00000
0.9998
1.00000
0.0
-0.0000(
1.0000

1.00004
0.0
000004
0.9996
0.00004
0.9998
PCA04 0.00004
0.9998
-0.00001
0.9994

0.00001
0.9994

PCA07}-0.0000¢
0.9997
PCA08}-0.00001
0.9989
PCA091-0.00001
0.9993

PCA1(1-0.00001
0.9987

0.00001
0.9994
0.00000
0.9999
-0.0000
0.9998
0.000G0
0.9996
-0.00001
0.9995
1.00000
0.0
-0.0000
0.9999
0.00000
0.9999
0.00001
0.9991
-0.00001
0.9993

PCAOQ2!

PCAO3I

PCAOS5

PCA06

variance captured by the first few attributes. The high-frequency component of the data is
thrown away when filtering the high end of the data. However, this provides a means to
measure the influence of the frequency content to the effectiveness of reservoir
monitoring (steam conformance mapping). To obtain the high frequency component
geophones are buried 10 m below the surface, which significantly increases the cost of

the survey (about $100 drilling cost for each geophone).

Table 5.3. Basic statistics of the first 10 principal component attributes of A2/A4 pads

Variable N Mean Std Deviation __Sum Minimum Maximum
PCAO1 12709  922.980648 2032.715089 11730161 -4827.9000 9080.000000
PCAQ2 12709 -1330.228787 1819.034723 -16905878 -9419.7000  5519.800000
PCAO3 12709  493.728291  1471.646745 6274793 -4499.0000  7018.400000
PCAO4 12709  442.033041 1307.245714 5617798 -4730.9000  5525.70000
PCAO5 12709  -465.775607  1178.946397 -5919542 -5079.1000  4438.700000
PCA06 12709  -285.721995  1083.039590 -3631241 -4404.8000  4300.500000
PCAO07 12709  822.010600  933.735152 10446933 -2875.6000 4487.100000
PCAO08 12709  -813.715171 807.035934 -10341506 -4200.2000 2486.200000
PCAQ09 12709  -240.836789  558.714046 -3060795 -2332.6000 1986.500000
PCAI10 12709  -11.359353  304.846091 -144366  -1319.6000  1208.200000



How many principal
component attributes are
needed in discriminant
analysis to obtain the
best steam conformance
map? Is the wider
frequency band (higher
frequency) the better
result of the analysis or
is the low frequency data
sufficient enough for
Cold Lake reservoir
monitoring? This issue
will impact the data

acquisition cost since we
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Table 5.4. Hierarchy of Clearwater formation PC shapes

var cap % acc var %

High cut 62 Hz
var cap % acc var %

11.400
22.450
32.493
41.251
49.241
55.675
61.447
66.782
71.603
76.297
80.491
84.297
87.948
91.309
94.534
96.972
98.493
99.620
99.935
99.993

shape o 100% frequency
1 11.400
2 11.050
3 10.043
4 8.758
5 7.990
6 6.434
7 5772
8 5.335
9 4.821
10 4.694
11 4.194
12 3.806
13 3.651
14 3.361
15 3.225
16 2438
17 1.521
18 1.127
19 0315
20 0.058

26.177
20.952
13.720
10.818
8.788
7.391
5.497
4.111
1.860
0.541
0.116
0.024
0.005
0.001

26.177
47.129
60.849
71.667
80.455
87.864
93.343
97.454
99.314
99.855
99.971
99.995
100.000
100.001

High cut 25 Hz
var cap % acc var %
48.239 48.239
31.084 79.323
11.821 91.144
7.596 98.740
1.155 99.895
0.100 99.995
0.005 100.000

may not need to bury geophones if low frequency data is acceptable for steam

conformance mapping. The following discussions will address the above two questions.

To find out the number of linear shape attributes needed the data with bandpass filtered

down to 25 Hz was first

used in the discriminant : number of attributes used
class
analysis. The results 7 6 5 4 3 2 1
indicate that the statistics of hot 182.1 | 84.7 | 84.7 | 83.4 |80.2 |75.8 |74.5
cold|80.1 | 776 | 78.1 | 76.8 {78.1 |76.0 |72.7
well-to-seismic tie increase

Table 5.5. Well-to-seismic tie statistics using 25 Hz data

both hot and cold classes as the number of attributes involved increases (see Table 5.5).

It should be noted that the 7th attribute in the 25 Hz data only capture 0.005% of the

information or variance (see Table 5.4) which could be noise, therefore, it may not add

value to the result of analysis. As a matter of fact, the statistics of well-to-seismic tie for

seven attributes is even lower than six attributes (see Table 5.5).
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The statistics show the same L. ..
) . ) Table 5.6. Well-to-seismic tie statistics using full
trend, that is by increasing the frequency data

number of attributes in the

class number of attributes used
iscriminant analysi -
discriminant analysis the we 09 20 16
to-seismic tie statistics

hot 89.17 88.54 83.44

improve when the full
frequency content is used, cold 83.88 82.64 79.75

except that the last two

attributes (0.007% variance captured) improved the statistics (see Table 5.6). This table
also shows that the low-variance end of the attributes is not always noise. It may contain a
signal of the reservoir properties. One way to prove this is to generate some numerical
modeling data that does not contain any noise and analyze the low-variance end of

attributes.

From the above analysis and the results in Table 5.7, it is observed that the data with full
frequency content gives a better tie of the well-to-seismic than the data with a high cut

bandpass filtered applied. Also, a full set of attribute gives the best tie of well-to-seismic.

Table 5.7. Comparison of well-to-seismic statistics between conventional and

principal component attributes.
class | conventional attributes linear shape attributes
full frequency full frequency| high cut 62 Hz | high cut 25 Hz
7 attributes 22 attributes | 14 attributes 7 attributes
hot 79.75 89.17 82.80 82.17
cold 74.69 83.88 79.34 80.17

Most importantly principal component attributes have significantly improved the
statistical tie between the well and the seismic for both hot and cold calibration points.
Figures 5.12 to 5.14 further illustrate that increasing the number of principal component
attributes in discriminant analysis improves the steam conformance mapping. Visually, it
seems that the improvement is marginal by comparing the results from the 22 attributes

(Figure 5.12) which capture 100% of the information (see Table 5.4) and 16 attributes
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(Figure 5.13) which capture 96.97% of information (see Table 5.4). However, a
significant amount of the noise is introduced to the image (see Figure 5.14) when only 8
attributes is used, which only capture 66.78% of the information (see Table 5.4). Figure
5.15 shows the result from the full set of attributes, in which the data is high cut bandpass
filtered down to 62 Hz. Though the major character is the same the image is noisy and
S.E. comer does not tie to pressure data as the high frequency component of the data was
left out of the analysis. In Figures 5.8 and 5.12, the steam conformance maps are overlain
with the well-to-well connections derived from the wellhead pressure communication
data at DO5 pad and surrounding area. The seismic map from conventional attﬁbutes
cannot be fully reconciled with the engineering pressure communication data (Figure 5.8),
i.e. the engineering pressure data suggests strong communication among wells D05-12 to
DO05-15 (S.E. comer) and strong communication among wells A02-18 to A02-20 (last
row of A02 pad). The seismic map from conventional attributes shows that no anomaly

is present in the northeast corner of the survey (well A02-10).

The principal component attribute analysis at the A02/A04 seismic monitoring project
produced better results than the conventional attribute analysis (Figure 5.12). In
particular, the discriminant function provided an 89% correlation with well control, and
the areal conformance was better correlated with the engineering pressure communication
data (compare Figure 5.12 with Figure 5.8). Finally, the spatial coherence of the mapped
features is higher with the principal component attribute analysis than with the
conventional attributes and an anomaly (steam chamber) is also present in the northeast

corner of the survey (well A02-10).

Three horizontal wells were drilled recently as infill wells to the survey area to enhance
the recovery (see Figure 5.16 for well path denoted in green lines). Temperature and
resistivity logs of well D03-H3 are plotted in Figure 5.17. The high temperature locations
are the steam chambers intersected by the horizontal well, where the resistivity is low as
the reservoir is depleted and water saturation is high. Figure 5.18 shows the overlain plot

of resistivity, seismic classification (in the scale of O to 1) by using traditional attributes
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and principal component attributes. It is indicated that principal component attribute
results in a better fit to resistivity than conventional attributes. Similarly, the linear shape

attribute  analysis has made L o
Table 5.8. Well-to-seismic tie statistics at the J trunk

improvement over the J trunk

class conventional attributes linear shape attributes
(J1/J8 pads) area. Statistically, 7 attributes 23 attributes
the well-to-seismic tie of the 23 hot 89.6 923
linear shape attributes is only cold 96.3 98.1

marginally higher than the 7

conventional attributes (see Table 5.8, 90.5% vs. 89.6% for hot and 97.2% vs. 96.3% for
cold). However, the actual images look very different. Figure 5.19 shows steam
conformance over the J trunk area from the seven conventional attributes analysis. The
orange dots are the infill locations solely derived from engineering well-to-well pressure
communication data. The number of inside dots shows the infill priorities. Comparing
the result from the principal component attributes (Figure 5.20), the areal conformance
from the conventional attribute analysis is significantly bigger. The result from the

principal component attributes analysis fits better.

5.3.3 Time-lapse cross-calibration using principal component attributes

The principal component attributes are not directly related to the physical properties (no
physical meaning for each attribute), yet, they fit well to the Cold Lake steam
conformance mapping, as it is a multi-variant analysis. Perceived disadvantages of the
principal component attributes are that they are data set dependent and they are not
applicable for single attribute analysis. To illustrate the point of data set dependent time-
lapse seismic surveys of the B0O2 pad was elected and analyzed (data range of inline is
100 to 200 and cross line is 60 to 120). The analysis was focused in a constant time
window of 510 to 560 ms with an extension of one pulse width of 12 ms, making the total
window length of 62 ms. Figure 5.21 shows a finite set of 32 seismic shapes that were

decomposed independently from the 1995 survey and 1997 survey of the BO2 pad area.
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It was obvious that the two sets of seismic shapes were very different, that is, principal
component attributes of the two surveys were not corresponding. Figures 5.22 and 5.23
show the first linear shape attributes of the 1995 survey and the 1997 survey respectively
through independent decomposition. Although they are just the first attributes for each
survey, Figure 5.23 (1997 survey) shows a good conformance change introduced by the
injector-only-infill wells (reference Chapter 4). Unfortunately, in this case attributes from
the 1995 survey can not be used to calibrate the attributes from the 1997 survey. The
essence of reservoir monitoring is to use past reservoir status (known) to compute current
reservoir status (unknown) via seismic data analysis. Seismic data can be used as a
bridge to predict the future (within certain time frame) reservoir status, therefore, cross-
calibration is required in the time-lapse analysis. As demonstrated above, the linear shape
attributes are data set dependent and not corresponding. To avoid this issue, the time-
lapse data sets were analyzed by merging the two data sets together. The seismic shapes
were extracted from the merged data set, and the attributes were calculated separately
from each individual data set using the same principal component shapes. Figure 5.24
shows the 32 seismic shapes from the decomposition of the merged data set. This set of
seismic shapes was used consistently to extract the principal component attributes for
both the 1995 and 1997 surveys. The variance captured in the three different
decompositions shows very similar distribution (Figure 5.25). Using the same set of
seismic shapes does not mean that the attributes from the two different surveys are the
same. Figures 5.26 and 5.27 show the first principal component attributes of the 1995
and 1997 surveys respectively from joint shapes, in which the steam conformance looks
different. The changes appear on the 1997 survey (Figure 5.27). It has made no
difference in the discriminant analysis for the 1995 survey whether attributes were
extracted from shapes decomposed independently or jointly.  The final steam
conformance maps are almost identical (Figure 5.28 vs Figure 5.29); however, it has
made a big difference when cross-calibration is applied in discriminant analysis. Figures

5.30 and 5.31 show the current (1997) steam conformance using the discriminant analysis
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of the attributes from shapes decomposed independently and jointly. Joint seismic shape

decomposition has made a significant improvement.
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FIG. 5.21. Independently decomposed finite set of seismic shapes (32) from
B2 pad of 1995 survey (a) and 1997 survey (b) showing that shapes are data
set dependent. The shape of mean is obtained by taking mean of 32 attributes.



173

FIG. 5.22. Contour plot of the first principal component attribute of the 1995 survey from
independent seismic shape decomposition.
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FIG. 5.23. Contour plot of the first principal component attribute of the 1997 survey from
independent seismic shape decomposition.
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FIG. 5.28. B2 pad steam conformance of the 1995 survey through discriminant analysis
of attributes extracted from independent seismic shape decomposition of the 1995
survey.
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FIG. 5.29. B2 pad steam conformance of the 1995 survey through discriminant analysis
of attributes extracted from joint seismic shape decomposition of the 1995 survey and
1997 survey.
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FIG. 5.30. The steam conformance of B2 pad of the 1997 survey from independent
attributes extraction of principal component decomposition of 1995 and 1997 surveys
(shapes are extracted separately on time-lapse data sets). Cross calibration was applied
(the training set of 95 was applied to discriminant analysis of 97).
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FIG. 5.31. The steam conformance of B2 pad of the 1997 survey from dependent
attributes extraction of principal component decomposition of 1995 and 1997 surveys
(shapes are extracted by merging time-lapse data sets). Cross calibration was applied
(the training set of the 1995 was applied to discriminant analysis of 1997).
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5.4 Conclusions and discussions
This study should be summarized as following points:

1. Principal component attribute analysis is well suited to multi-variant statistical analysis
such as discriminant analysis with more than a single variable (attribute) as it simplifies
the attribute selection process. No attribute modeling is required in this analysis. No
concern of redundant information in discriminant analysis is necessary, as principal

component attributes are orthogonal to one another; they are not correlated.

2. Better areal conformance mapping was obtained in both the A2/A4 and J1/J8 pads
survey areas when the principal component attribute analysis was applied rather than the
conventional attribute analysis in which the seismic facies are vertically consistent.
Unlike conventional attributes principal component attributes are sensitive to the vertical
position of the geological property. The reservoir property may vary vertically if a large
area analysis is involved, thus the principal component attribute analysis may not be
efficient and valid. To overcome this issue, the vertical sensitivity can be desensitized
through phase rotation. To take advantage of this property, the vertical sensitivity may be

able to help us work on the vertical conformance issue.

3. Statistically, the full set of non-zero principal component attributes gives the best well-
to-seismic tie, in which 100% of the information (variance) is utilized. The low-variance
end of the attributes (last few attributes in the hierarchy) can be noise dominant, however
they may contain a signal of the reservoir property. Comparing this to the high-cut
bandpass filtered seismic data, the data with full frequency content gives the best resulit.
A future research direction is to find the upper limit of the frequency band that gives

sufficient discrimination analysis.

4. In time-lapse analysis, where the cross-calibration between the surveys is required,

independent seismic shape decomposition is invalid as the principal component attributes



183

are data set dependent and are not correspondent between the surveys. Principal
component attributes extracted from shapes that are decomposed from the merged data
set of the two surveys are able to help us avoid the data set dependent issue. Cross-
calibration between the surveys becomes valid, and a new accurate steam conformance

map is obtainable.
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Chapter 6 — 3-D steam conformance and influence of sequence strata

6.1 Introduction

The previous two chapters have discussed seismic attributes (both conventional and
principal component attributes) used to map areal steam conformance and developed a
quantitative cross-calibration algorithm for analysis of time-lapse seismic surveys. A
steam conformance map provides important input in terms of infill location and steam
performance evaluation. Steam conformance in 3-D space would be the next potential
advancement. In particular, mapping of steam conformance in the vertical dimension will
provide insights into the rate at which steam moves vertically in the reservoir and the
impact of lithologic influence on the heated zone or steam chamber. From a process
perspective, this data will facilitate the determination of the relative impact of gravity
drainage and fracturing on the growth of the heated zone. From a practical perspective the

results will directly impact the selection, design and operation of follow-up processes.

To obtain steam conformance in 3-D space this chapter takes the approach of post-stack
inversion. Using a numerical modeling method this chapter will start with discussions on
factors such as AVO effects and wavelet extraction, which can affect inversion results.
Time-lapse datasets (1995 vs 1997) from the B2456 survey area will be used for the
inversion. One velocity model is built for inversion of both surveys with editing from the

logs measured before steam injection.

The main focus of the chapter is the interpretation of inverted results. This includes tying
sequence architecture or lithologic barriers to steam migration and studying the pattern of

vertical conformance.
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6.2 Description of the inversion process

Post-stack seismic inversion is the process of reconstructing the velocity or impedance

structure of the earth via a reflectivity

well logs

. .. A . seismic data
calculation from a stacked seismic (velocity/Density)
trace. Figure 6.1 best describes the
post-stack inversion process. To y v

synthetic seismicj€——— extracted wavelet

implement seismic inversion an initial

velocity modei and a wavelet are

v
required to combine with the seismic edited well logs |~ . initial mode! .
impedance/velocity
data. The seismic inversion process ‘ v
begins with seismic data and well logs seismic inversion

(sonic and density). A wavelet is o )
o FIG. 6.1. Seismic inversion process.
extracted from seismic and well log
data and used to generate a synthetic seismogram. Well logs are edited (stretch, squeeze,
and redraw) through an iterative process of tying synthetic to seismic data, from which an

initial velocity and impedance model is constructed.
6.3 Factors affecting inversion results

Seismic inversion is based on four assumptions: (1) the phase of the seismic data is
correct, (2) the wavelet is constant, (3) the multiples are negligible, and (4) the P-wave is

vertically incident on a reflection boundary.

The tie of VSP to surface data (see Chapter 2) suggests that the multiples are negligible
and wavelet is relative constant on the Cold Lake data. The phase can be tuned according
to VSP and synthetic. However, the P-wave is not vertically incident on a reflection
boundary as traces of full offset are usually employed to obtain stacking power. The
tradeoff is that an AVO (Amplitude Versus Offset) effect is introduced to the stacked
seismic traces. Is the AVO effect serious enough to harm the inversion result? To answer
this question an inversion was conducted on a series of limited offset stack traces which

were generated form a AVO modeling of well B05-28. Figure 6.2 shows an AVO gather
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from well B05-28 modeling with an offset from 0 meter to 800 meters using a Ricker
100 Hz wavelet. There are strong AVO effects shown at the top of the Grand Rapids, and
at the middle of the Grand rapids. Some moderate AVO effects are evident at the top of
the Clearwater formation, at the steam chamber inside the Clearwater reservoir formation,
and in the lower Grand Rapids. Figure 6.3 shows the limited offset stacks of 0, 200, 500,
800 meters. The stack traces do look different due to the AVO effect, especially in the
shallow section such as at the Grand Rapids top. A feasible change at the depth of the
steam chamber can be observed. In this case the wavelet extraction is deterministic
(Ricker wavelet 100 Hz). Limited offset stack traces are inverted using a model based
generalized linear inversion algorithm (STRATA package by Hampson-Russell software
Ltd.) to see the contribution of the AVO to the final inversion result. Figure 6.4 shows the

inverted impedance for different limited offset stacks and comparison to the impedance

lDepth P-wave(m/s) S-wave(mls) AVO gather
ow o 100 tax) 20 70 130 200 270 340 410 480 S0 620 6% T
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FIG. 6.2 Well logs of well B05-28 and a modeled AVO gather from offset of 0 meter
to 800 meters.
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log.

In general, the inverted results of all offsets agree well Limited offset stack
with the impedance log (Figure 6.4). Significant change
or error of impedance appears at the top of Grand
Rapids in time around 330 ms where a strong AVO
effect exists. A zero-offset stack provides the inverted
impedance closest to the impedance log. In the portion
where steam chambers present (around 420-430ms in

time) the results are very similar (Figure 6.4). In the

Time(ms)

other word, the AVO effect (moderate) of steam
chambers at the reservoir level does not significantly

affect the final inversion result.

The above discussions have not yet involved the
wavelet problem as the wavelet extraction was

deterministic. In practice, the wavelet extraction in most

cases is accomplished by combining seismic data with

well logs or using seismic data alone (statistical wavelet  FIG. 6.3 Limited offset stack
of modeling data from

extraction). To observe the wavelet effect on the .
Figure 6.2

inversion result, wavelets were extracted from different

limited offset stack traces and applied to the inversion. Figure 6.5 shows the Ricker
wavelet and its amplitude spectrum (top) and wavelets extracted from limited offset stack
traces for a full time window (0-470ms). Extracted wavelets in time look very similar to
the Ricker wavelet except for some high frequency side lobes on both sides. Amplitude
spectra of all extracted wavelets in trend look similar to the amplitude spectra of the
Ricker wavelet (they are not exactly the same due to side lobes and discrentization). Most
importantly extracted wavelets of different offset stack traces look more or less the same
though there are some minor changes in the amplitude spectra. Therefore, it is fair to
draw the conclusion that wavelet extraction is insensitive to the AVO effect if the

extraction window is large enough. If the
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FIG. 6.4 Inverted impedance from different limited offset stack (Figure 6.3) and
comparison to impedance log using the same Ricker wavelet (100 Hz).
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FIG. 6.5. The Ricker wavelet and wavelets extracted from different limited
offset stack traces (see Figure 6.3) from the full time window (0-470ms).
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extraction window is reduced the lower portion of the trace wavelets become unstable.
Figure 6.6 displays a similar layout of wavelets as in Figure 6.5 for a smaller extraction
window (250-470ms in time). Wavelet from the zero-offset stack trace looks the best
among the four. As the offset increases the extracted wavelet deteriorates: the side lobes
get stronger with progressing time, and the similarity of the amplitude spectra to the
amplitude spectrum of the Ricker wavelet is eroded. The amplitude of the low frequency
portion also drops. Figure 6.7 shows a comparison of the impedance log and the inverted
impedance logs from the zero-offset stack trace with different wavelets (Ricker wavelet,
wavelet extracted from lower portion of the trace, and wavelet extracted from the whole
data trace). In general, the results look similar. However, the better wavelet (extracted
from time window of 0-470ms) provides the result that is closer to the impedance log,
e.g. the magnitude of the impedance in the lower Grand Rapids (about 370-400 ms in

time) is closer to the impedance log.
6.4 Velocity model using logs from time-lapse production drilling

The B2456 time-lapse seismic surveys were chosen for inversion (see Chapter 4 for a
detailed description of the surveys). Figure 6.8 shows the wells with sonic and density
logs available in the survey area overlain with the estimated steam areal conformance in
1995 (discussed in Chapter 4). A total of 11 wells were used to build the initial
impedance model. Wells such as B02-08, B04-08, B05-08, and B06-08 were originally
drilled when the reservoir was virgin (before any steam injection). The remaining
locations are infill wells, which were drilled in 1996. As reservoir monitoring is a
dynamic adjustments (or edit) have to be made to the sonic logs obtained before the 1995
seismic survey so it can be used for the inversion of the 1995 seismic survey. It is
unnecessary to edit the density logs as the formation density remains almost unchanged
before and after steam injection. Figure 6.9 shows the well-to-seismic tie to well B5-08,
which was located in a hot steam zone when the 1995 seismic survey was acquired.
Wavelet used in the synthetic was extracted from the 1995 seismic data. Overall, it is a
good tie. The velocity in the steam zone has to be reduced to 1800 or 1900 m/s to tie to

the seismic anomaly at the reservoir interval, which is the velocity for oil sand when
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FIG. 6.7. Impedance log and inverted impedance from zero-offset stack trace using different
wavelets (wavelet extracted from 250-470ms time window, wavelet extracted from 0-470
time window, and Ricker wavelet).
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FIG. 6.8. Wells with sonic and density logs available (red dots) at B2456 time-lapse
seismic survey area overlain with areal steam conformance of 1995.

heated by steam. To exactly tie the synthetic to the seismic characters in the reservoir
interval, the velocity drop in steam zone requires two steps (see Figure 6.9). The velocity
in the upper steam zone is lower than that in lower steam zone. Similar situations were
encountered at wells B2-08 and B4-08. Most infill wells were drilled into cold reservoir
locations based on estimated areal conformance as shown in Figure 6.8. Fewer wells were
drilled into the hot steam zone for the purpose of collecting data. Shown in Figure 6.10
are the well-to-seismic ties for two hot infill wells (B5-38 and B5-33). Well B5-38 shows

a significant velocity drop due to presence of steam. The velocity above and below the



194

steam zone is about 2300 to 2400 m/s while in the steam zone the velocity is reduced as
low as 1500 m/s. The well log shows a much stronger response to steam than seismic
data. The weaker response to the rock formation from the log above and below the steam
zone may indicate an unbalanced amplitude due to the strong impedance contrast in the
steam zone. In contrast, the seismic anomaly is much stronger in well B5-33 (Figure
6.10b). According to the well logs the velocities in the steam zone are mostly above 2200
m/s. There are very few points that fall below 2000 m/s. Interbeds probably have been
broken through by steam injection. Hence evidence of steam appears in the seismic data
but is not well reflected on the well log due to the limitation of the well log detection

range.

Well B5-28 is a cold location and is close to the edge of steam channel as defined by areal
conformance (Figure 6.8), but in fact steam traces can be seen on the well log with a
velocity of 2000 m/s (Figure 6.11a). The boundary defining the areal conformance as hot
and cold reservoir may not be the exact physical boundary; rather, it is a statistically
weighted average (posterior probability, see Appendix A) boundary between hot and cold
reservoir. Similarly, a trace of steam can be seen in the lower Clearwater formation in
well B2-32 (see Figure 6.8 and Figure 6.11b). It is hoped that the post-stack inversion

will provide a more detailed description for steam distribution in 3-D space.

Wells such as B2-28, B2-30, and B5-35 are in cold reservoir (see Figure 6.8) and respond

mostly as cold. Also, the well logs show absolutely 'quiet’ (Figure 6.12).



195

[ Depth Density o/ce P-uave m/s | 95 seismic _ Time
weters,  2.000% “2.m00 1000 - d600

N
'
!
|
T
)
1
)
L
)

T

o zagl---Lid-k i I -

~Botfom hold 1 UL DR

500

FIG. 6.9. B05-08 well logs tying to the seismic of 1995, sonic log edited at reservoir interval.
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6.5 Results and interpretation

The time-lapse seismic inversion was carried out using STRATA inversion software,
which uses a generalized linear inversion algorithm. Wavelets were extracted
independently from two datasets and applied to the inversion of the correspondent
dataset. However, the initial impedance model built for the 1995 seismic data, which
includes the 1996 infill wells and pre-steam production wells with editing of the sonic
logs, was used for inversions of both 1995 and 1997 seismic data. Even though this initial
model may not be quite applicable for the 1997 seismic data as steam has been injected
into the reservoir in cold infill locations, the intention was to let the inversion algorithm
resolve the differences between 1995 and 1997. The inversions were implemented
through 12 iterations with block size of 1 ms which is the same sample rate as was used
for the seismic data. With such a block size the vertical resolution of the inversion

reaches the uppermost resolution that such seismic data can provide.

The direct output from inversion is seismic impedance, which is the product of velocity
and density. In order to tie the inversion output to the physical meaning of hot versus cold
reservoir, seismic impedance is converted to velocity using the Gardner relation as the
reservoir status of hot versus cold corresponds to a velocity change of approximately

1800 m/s versus 2400 m/s.

Figure 6.13 shows the vertical conformance of the 1995 survey along cross-line 90 (N-S,
see Figure 6.8) crossing wells B5-08 to B2-18. This section is a profile along a steam
channel. First of all, it agrees with the areal conformance presented in Figure 6.8 in terms
of the lateral extension of the steam chamber. It can be observed that steam is mostly
accumulated in the top 20 to 30 m portion of the reservoir. The cold region defined on
that areal conformance map (Figure 6.8) via discriminant analysis may have horizontal
fractures and provide a communication path between steam chambers. This cold region
certainly is not as hot as the steam chambers; but it may not be totally cold and exists as a
barrier between the hot steam channels. This evidence from seismic and its inversion

confirms the steam injection phase of the CSS reservoir engineering process (see Chapter
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1 for discussions), that is, during the steam injection phase the fluid injected creates

horizontal fractures and dilates the formation.

Figure 6.14 displays a time-lapse vertical conformance crossing the steam channels (E-
W) from both the 1995 and 1997 surveys along inline 80 which is a cross-section off well
section R7-12 to C5-17 south 20 m. Comparing the upper panel (1995 survey) with
Figure 6.8 and the lower panel (1997 survey) with Figure 4.28, the projection of the
lateral steam distribution from the vertical conformance agrees well with the areal steam
distribution mapped via discriminant analysis except that details such as the shape of the
steam chamber and inter-well connections are missing on the areal conformance map.
The vertical conformance shows that steam chambers have a 'V' shape (called gravity
drainage driven) to the totally inter-well connected steam block (called later fracture
driven). Since the 1995 seismic survey and drilling of infill wells drilled more steam has
been injected into B2 pad and B4 pad (R7 pad affected) to balance the steam distribution
for the whole area. Less steam was injected into B5 and B6 pad with the exception of 101
wells in B5 pad. This is reflected in the vertical conformance. More steam is evident on
the west part of the section (wells R7-12 to R7-15) from the 1997 survey (see Figure 6.14
lower panel). Inter-well connections are evident between well R7-14 and R7-15 since the

1995 survey and 1997 survey.

The highest temperature is usually near the perforation location at the bottom of the steam
chambers. This is shown in Figure 6.15 which ties the well temperature profile of B5-33,
seismic, well logs and the vertical conformance from the 1995 survey all together. IOI
well B5-34 was drilled at a warm location (white in color) as defined by areal
conformance via discriminant analysis. In fact, steam was present in the bottom of the
reservoir. The steam chamber as a whole is not as thick as in well B5-33. Even though the
well log of well B5-33 does tie to seismic (discussed earlier in this chapter) inversion

resolved the steam conformance properly from the seismic data.

Shown in Figure 6.16 is a slice of 3-D inverted velocity volume that is converted from
impedance using the Garner relation. The slice is extracted with a time window of 5 ms

centered at 430 ms (the middle of the reservoir). A velocity of 2050 m/s is the cutoff
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FIG. 6.16. Time slice from middle of 3-D steam conformance (inverted velocity) of 1995
survey, centered at 430 ms and averaged within 5 ms vertical window.

boundary between hot and cold reservoir. Figure 6.16 also indicates the velocity from
cold to hot shows normal distribution (see lower right comner of the figure). The areal
steam distribution shown in this slice is very similar to the areal distribution mapped by
the seismic attribute analysis (Figure 6.8). As it is a slice from the middle of the reservoir
a difference is expected when compared with the areal conformance map calculated from
the entire reservoir interval (Figure 6.8). Steam chambers may be restricted by lithologic

barriers, which control vertical steam distribution. Steam chambers are missing in the
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center of B6 pad due to this reason. Figure 6.17 shows a cross-line section (xline 41, see
Figure 6.8) of both the seismic and inverted impedance for the vertical conformance. It is
clear that major lithology (or sequence, C70) boundary exists near well B6-08. The steam
chamber stays in the lower sequence to the south of the well, while it gathers in a higher

sequence to the north side of the well. It seems that steam has broken through the

sequence boundary.

Time (ms)

=
2y E
e URC TR RO |

FIG. 6.17. Vertical conformance along cross-line 41 of the 1995 survey showing
lithologic barrier of steam chambers.
Shown in Figure 6.18 is a similar time slice made for the 1997 survey, which is

comparable to the areal conformance map in Figure 4.28.

In fact, the steam barrier discussed above is the C70 sequence boundary within the
Clearwater formation. The upper part of the C70 is good quality reservoir while the lower

part gets very shaley. This shaley boundary may not have enough impedance contrast to
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FIG. 6.18. Time slice centered at 430 ms and averaged within 5 ms vertical window from
middle of 3-D steam conformance (inverted velocity) of 1997 survey.

act as a strong reflector on P-wave data. However, due to the steam disturbance above
and below this boundary it can become a good reflector. The major reservoir unit at Cold
Lake is sequence CS0. The survey area is on the edge of sequence C50 (see Figure 6.19).
As shown in Figure 6.19 sequence C50 is pinching out toward the north along cross-line
41. The C50 isopach indicates that there is a dramatic decrease in thickness of the C50
sequence from 30 m to 15 m or less from well B6-08 to the northern boundary of the
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FIG. 6.19. The Clearwater Formation C50 sequence isopach in B2456

survey area. (courtesy of H.R. Feldman)

in B2456

isopach

C70 sequence

The Clearwater Formation
survey area. (courtesy of H.R. Feldman)
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survey. In contrast, the thickening of sequence C70 is dramatic. The thickness of C70
increases from 10 m to 20 m from well B6-08 to the north boundary of the survey area

(see Figure 6.20).

Of sequences C30, C40, C50, and C70, the C50 is composed of the cleanest sand. The
sharp lower boundary of the steam chambers corresponds closely to the C50 sequence
boundary. Apparently the mud content of the C30 and C40 prevented significant steam
penetration. In the area where C50 is the dominant reservoir, steam usually breaks
through some of barriers such as thin shaley boundaries in the later cycles of CSS. Steam
chambers plot on vertical conformance show displays as blocks. Sequence boundaries
may be damaged and not show reflections. However, in the area where C50 is reduced,
steam chambers are restricted locally and areal communication channel networks are in
the early stage. Sequence boundaries are preserved. The C70 overlies the C50 in the study
area. This sequence is muddy at the base and sandy at the top. The muddy interval was a
weak impediment to steam migration, but steam still penetrated the upper portions of the

sequence in some areas.

Cross-line 138 is a section crossing the B4 and R7 pads in a north-south direction (see

Figures 6.8, 6.19, and6.20). Figure 6.21 shows the tie of the sequence boundaries to the

South B04-08

synthetic ‘95 seismic

011 SRR 15 4040
ermm——

9 3

-ﬁi .

FIG. 6.21. Tie of the sequence boundaries to the vertical conformance texture for well
B4-08. Red - hot steam chambers, blue - cold formation.
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vertical steam conformance texture. Apparently, the C70 sequence boundary acts as a
steam communication barrier between the major sequence C50 and upper C70. A detailed
sequence stratigraphy cross-section is built using well logs along cross-line 138. Shown
in Figure 6.22 is the comparison of a well log cross-section with sequence boundaries
mapped and the vertical steam distribution. The vertical steam texture confirms sequence
boundaries defined by well logs. The general trend of C70 sequence thickening towards

the north can be observed on the vertical conformance texture.

6.6 Conclusions and discussions

The advantage, when post-stack inversion is applied to time-lapse seismic datasets as a
technique for reservoir monitoring, is that time-lapse data normalization is no longer

required as wavelets are extracted independently from each data set.

Post-stack data, by nature, contains AVO effects, which can affect the final inversion
results. The numerical modeling suggests that significant inversion error can be
introduced when AVO effects are strong. The shallow section around the Grand Rapids
Formation has strong AVO effects. In addition, steam disturbed reservoir has AVO
effects. It is expected that inversion error can be introduced, but the modeling from well
B5-28 suggest that this error is negligible. Wavelet extraction is insensitive to AVO
effects if the extraction window is large enough. The extraction window should be 300

ms or larger.

As an initial velocity guide, one velocity model can be used and worked out for two time-
lapse surveys. Logs obtained before steam injection need editing to be included in the

velocity model.

The inverted results (impedance or velocity) provide more detailed information about
steam conformance than an areal conformance map. The geometric description of steam
is in 3-D space instead of being restricted to a 2-D lateral (areal) plan view. More detailed
information such as the trace of steam (edge of steam chambers) or a minor steam

pathway is also available. The areal conformance mapped via discriminant analysis is a
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statistically weighted (average) probability of hot versus cold reservoir. The vertical
conformance reveals that sequence architecture has a significant influence on steam
migration. A sequence with high mud content tends to limit or slow both the vertical and

horizontal migration of the steam chamber.
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Chapter 7 — AVO inversion for reservoir heterogeneity and monitoring

7.1 Introduction

As discussed in chapter 2, further reservoir characterization can be carried out by
integrating P- and S-wave information, compared with using P-wave information alone.
These include reservoir heterogeneity studies such as lithology differentiation and fluid
mapping. However, the availability of field measured shear-wave data is limited. Also, in
some cases surface P-S wave data suffers near-surface attenuation; therefore it has lower

resolution than P-wave data.

The purpose of this chapter is to introduce an 'in-house' shear-wave extraction method
from pre-stack data, which is commonly known as AVO inversion. The extracted shear-
wave is called a psuedo shear-wave. The mud-rock line constructed in chapter 2 will be

used in the inversion process.

The chapter covers theoretical modeling to final application of reservoir heterogeneity
study and reservoir monitoring. The theoretical studies and modeling define the best and
sufficient theoretical model that is suitable for the Cold Lake Clearwater reservoir.

Through modeling, the reflection angle and usable offset in the inversion is addressed.

2-D 3-component line 6y074 is chosen to explain the analysis of reservoir heterogeneity
study. With the availability of both a single phone and an array of 6-phone recording, a
comparison will be made on true amplitude processing and inversion resuit. Comparison
will also be made between psuedo shear-wave and converted shear-wave. The final fluid
factor will be tied to well information. D3 pad 3-D time-lapse seismic surveys (1990

versus 1992) are chosen for reservoir monitoring by applying this technique.
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7.2 Theory

The variation of reflection and transmission coefficients with incident angles (or offsets)
is referred to as offset-dependent-reflectivity and is the fundamental basis for amplitude
versus offset (AVO) analysis. The equation used here is from Aki and Richards (1980)
which is an approximated form for the P-P wave reflection coefficients (Rpp), simply
parameterized in terms of the changes in density, P-wave velocity, and S-wave velocity

across the interface.

1 b 2 Ap 1 AVP 2 2 AV
Rp@)=—(1-4VLp)—+——-———4p Vi— (7.1)
i 2 pa 2COS~9 Vpa Vs

where
Ap = p»>-p1 the density difference across the interface,
AVp=Vp,-Vp; the P-wave velocity difference across the interface,
AVs=Ve-Vs, the S-wave velocity difference across the interface,
p=(p2+p1)/2 the average density,
Vpa=(Vp+Vp1)/2 the average P-wave velocity,
Viu=(Vs2+Vs1)/2 the average S-wave velocity,
0=(0+6;)/2 the average angle of incident angle 6, and transmitted angle 6,

sin@, _sin6,
VP! VPZ

p the ray parameter.

In the AVO analysis, the reflection amplitude can be approximately treated as the
reflection coefficient (Rpp), and the incident angles can be calculated via ray tracing.
Usually there are more than three offsets in each CDP gather. Therefore, equation (7.1)
provides more equations than unknowns (Ap/p, AVp/Vp, AVs/Vs), the inverse problem is
over-determined. Without dropping any term, equation (7.1) can be further reformulated

as (see Appendix A):



Vs?

2

R, sinze—(%tanze—z“js- sinze)—é—p— (7.2)

Rpp©)=(l+tan’*6)R, —8
P

2

where Rp and Rs are approximated as follows (see Appendix A):

1L AVp Ap

R —~— —_— e —— 7.3

P 2(Vp p) (7.3)
1 AVs Ap

Rs =—(——+— 7.4

? 2( Vs p) 74

By solving equation (7.2) we can obtain the reflection coefficient of P-wave (Rp) and S-
wave (Rs) and density gradient (Ap/p) as long as there more than three offsets in each
CDP gather. However, the constants associated with each unknown can be different in
second order magnitude. For example, for 6=20° and Vp/Vs=2.0, the constants are
1.13247, 0.23396, and 0.00775 respectively; and the first constant is 146 times bigger
than third constant. Therefore, in most practical situations, solving equation (7.2) for
three unknowns is unnecessary as the equation is ill-conditioned. The last two terms
associated with Ap/p can be dropped, especially when Ap/p is small.

-

Rpp(8) = (1+tan’6)R, —ng,_—Rs sin’ @ (7.5)
P

Further, more aggressive approximation can be obtained by assuming Vp/Vs=2.

Rpp(8) = (1+tan’ )R, — 2R, sin’ 0 (7.6)

In the case where the incident angle is relatively small, the assumption of sin@ =tan® is

used, and equation (7.2) is rewritten as:

-

Vs , 1 _Vs?
Rpp(@)=R, +(R,—8—R,)sin*0—(=-2
pp(@) =R, +(R, 7 ) (2

X:
sz)

AP gin%e. 1.7
p

As in equation (7.5) the last two terms associated with Ap/p can be dropped.
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Vs® 2

Rpp(6) =R, +(R, ~8"=R,)sin’ 0 (7.8)
P

3

Again, if we further assume Vp/Vs=2 in equation (7.8), we obtain the simplest format of

approximation:
Rpp(®) =R, +(R,-2R,)sin’6 . (7.9)

In most cases, however, equation (7.9) introduces a significant error to the estimations of
Rp and Rs. To see the accuracy of different approximations a series of numerical
calculations of the reflection coefficient has been carried out. Figure 7.1 shows blocked
well logs of well B05-28. The first numerical modeling is to calculate the reflection
coefficient of two different interfaces - Grand Rapids formation top (shallow one) with
Vp/Vs ratio around 2.7 and the top of the steam zone (deeper one) with Vp/Vs ratio around

2. The physical parameters for the two interfaces are listed in Table 7.1. Figure 7.2 shows

the plot of reflection Taple 7.1 Physical properties of two modeling interfaces.

coefficient versus incident [Interfaces Vp(m/s)  Density (kg/m3) Vs (m/s)
Grand Rapids top 2268 2250 843
angle (81) for different 2447 2960 1024
approximations and their  Top of steam zone 2310 2080 957
2061 2070 957

relative error to the
Zoeppritz equation at the shallow interface. The relative error is defined as the absolute
difference of reflection coefficient between an approximation and Zoeppritz equation

divided by absolute value of reflection coefficient from Zoeppritz equation.

It is seen from Figure 7.2 that the poorest approximation is under the assumption of
Vp/Vs=2 and sin(6)=tan(0), which is expressed by equation (7.9). It is nearly valid when
the incident angle is less than 10°. It is almost impossible for pre-stack inversion to be
carried out in shallow reservoir zone. For example, the Clearwater reservoir in Cold Lake
is about 400 m in depth, and the approximated useful offset for inversion is about 70 m.
With such limited offset the inversion result will be unstable, and the accuracy will be
poor. In the shallow section usually the Vp/Vs ratio may not be 2. Following the case

above if we keep the assumption of Vp/Vs ratio of 2 but not the assumption of



215

sin(0)=tan(6) the valid incident angle still remains the same (10°, see Figure 7.2). The
second category of approximation is under the assumption of sin(8)=tan(6) or dropping
the last two terms associated with Ap/p. Now the valid incident angle has been extended
to 20° (see Figure 7.2b). The best approximation should make full use of all offsets
before the critical angle. The results from Aki and Richards (equation (7.1)) and the new
approximation (equation (7.2)) bring the error down significantly (see Figure 7.2) with
approximately 10% error between 30° and 50° of incident angle or less for other incident
angles. It is worth noting that dropping the last two terms in the new approximation
makes the error even lower. This is because in some occasions dropping the last two

terms can cancel the error brought by the previous approximation from Aki and Richards.

As depth increases Vp/Vs ratio gets close to 2. The assumption of Vp/Vs=2 does not bring
as big an error as the assumption sin(6)=tan(8) does. Figure 7.3 shows the similar plot as
Figure 7.2 except it is for the top of the steam zone. It is clear that any approximation
associated with the assumption of sin(6)=tan( ) brings a significant error after an incident
angle of 20° or higher. In this particular case dropping the last two terms associated with
Ap/p brings less than 4% error; still it is higher than the errors from the Aki and Richards
approximation and the approximation by equation (7.2). The approximation with the
assumption of Vp/Vs=2, in this particular case, brings the least error, which is due to a

similar reason as dropping the last two terms in the previous case.

The above numerical calculations tell us that in the shallow situation the error mostly
comes from the wrong assumption for the Vp/Vs ratio, and in the deeper situation the
assumptions associated with incident angle such as sin(6)=tan(6) may cause significant
error. In fact, the correct Vp/Vs of shallow (near surface) will help the ray tracing in the
deep and resolve a more accurate incident angle. Therefore, an iterative pre-stack

inversion process is introduced in this chapter.
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FIG. 7.1. Blocked well logs (P-wave slowness, S-wave slowness, and
density) of well B05-28.
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Further quantitative error analysis is implemented by calculating the reflection coefficient
both for different incident angles and in different depth, under various approximations.
Figure 7.4a shows the P-P wave Zoeppritz reflection coefficient varied with incident
angle of 0° to 45° for the entire well of B0O5-28 (see Figure 7.1). Similar calculations have
been carried out for all types of approximations (equation 7.5 to 7.9), For example, Figure
7.4b shows the approximation of dropping last two terms associated with Ap/p (equation

1.5).

Figure 7.5 shows differences (error bar) of reflection coefficient between the Zoeppritz
equation and various approximations for the entire well B05-28. To make sure that all the
difference plots are scaled the same, the largest in magnitude, (the reflection coefficients
from Zoeppritz equation with incident angle of 45°), is attached and plotted in all
difference plots. The observation of all seven plots leads to the following summary. The
least error is from Aki and Richards (Figure 7.5a, equation 7.1) and the new
approximation (Figure 7.5b, equation 7.2). The next best acceptable approximation is
from dropping the last two terms in Equation (7.2) (see Figure 7.5c, equation 7.5). It
seems that the error from the approximation of sin@ =tan6 is comparable to the previous
approximation (compare Figure 7.5d to 7.5c, see equation 7.7), but this error increases
dramatically as the incident angle increases. It may be acceptable to assume sin@ =tanf
and drop the last two terms in equation (7.2) if the data only contains offsets that make
the incident angle less than 40° (see Figure 7.5e, equation 7.8). It is definitely improper to
assume a Vp/Vs ratio of 2 as we can see a significant error is introduced (see Figure 7.5f,

7.5g, equation 7.9).

To summarize the experiment, we can conclude that the straight reformulated
approximation (equation 7.2) from Aki and Richards provides the best estimation of
reflection coefficient. However, the inverse process of solving equation (7.2) for all three
unknowns (Rp, Rs, Ap/p) sometimes can be troublesome, and the solutions may not be
stable. Solving equation (7.5) in which the two terms associated with Ap/p are dropped is
a practical and realistic way to resolve Rp and Rs for reservoir heterogeneity and fluid

study.
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7.3 The inverse problem and modeling

Historically, the inverse
problem is simplified to

solve equation (7.9).

« Zoeppritz
= Aki-Richards
» New Approx
£ Vp/Vs=2

x Sin=tan

. Vp/Vs=2 &
sin=tan

+ Drop 2 terms

Without ray tracing (0

unknown) sin’60 is

Rpp

approximated by the

square of offset over

depth. This is possible

since the depth is
square of sin(theta) o Sin=tan &

unchanged for the same drop 2 terms

time sample. Therefore, FIG. 7.6 Cross-plot of P-P wave Reflection coefficients

a cross-plot of reflection  against sjn’6@ from Zoeppritz equation and different

amplitude against approximations at the top of Grand Rapids formation.

offsets in each CDP

gather is the way to determine the intercept (Rp) and the slope (Rp-2Rs) for linear
equation (7.9). For the shallow reflectors, however, this is a very poor approximation as
we can see from Figure 7.6. Here the approximation is only valid for sin’@ less than
0.05, which converts to an incident angle of 10°. In order to obtain stable and reliable

inversion results it is necessary and advantageous to make full use of all offset data.

The following linear system can be constructed if, in equation (7.5), we know the two
constants g, and g;» (6 can be obtained through ray tracing, i stands for offset number) in
the front of Rp and Rs, and assume the reflectivity Rpp at a specific time sample is the
amplitude at that specific time on a specific offset (corresponding to 8), and suppose that

there exist n offsets.
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aun an Rpp
an an Rpp2
kR, R]= (7.10)
an a2 Rppi
| Ant Qa2 ] _Rppn_‘

Let us use A, R, and Rpp to denote the three matrices above respectively. The inverse
problem (Equation 7.10) is over determined for resolving two unknowns Rp and Rs. To

optimize the solution equation (7.10) is manipulated and solved as follow:
-t
R:(ATA) ATRW, (7.11)

The existence of a solution for equation (7.10) requires a minimum number of two offsets
for each CDP gather. With high fold coverage (e.g. 20 fold or higher for Cold Lake data)
this is not a problem at the target level. However, it may be a problem at the near surface,
as the fold here is very low or zero fold. Figure 7.7 shows the offset aperture versus
incident angle simulated for Cold Lake by using velocity data of well B5-28 (Figure 7.1),
assuming maximum offset is 610 m. Below 0.1 second in time the offsets included in the

inversion are large enough to stabilize a solution of equation (7.11).

As it is expected that the offsets get bigger as the time (or depth) increases for the same
incident angle. For Cold Lake data it is usually safe if the inversion is applied to the time
window of 100 ms and below. The offset range used for inversion can be as large as the
incident angle reaches 60°. This is clear from Figure 7.8, which shows the critical
incident angle or maximum reflection angle in Cold Lake calculated from a typical well

B5-28.
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An AVO gather (Figure 6.2) o

was created by using a single

well (B5-28) information (Vp,

=
Vs, Density). The inversion 0.1} 'i%—“\ 7

algorithm described above has = %

been applied to this AVO =]

-
02} L i:_?__:_ j% 1

[
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—=]
between Vp and Vs i _% 60° | i
established in chapter 2 is /
. - . 0.3 .
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Time (s)

i
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shows the cross-plot of Rp 15° E?

(equation 2.2). Figure 7.9

and Rs at time samples of 150

ms for the first iteration. 05
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Though equation (7.10) is Offset (m)

over determined, the solution
FIG. 7.7. Offset aperture for different incident angles

is optimized. There are about ¢ 150 300 45° and 60° via AVO modeling of well
20 offset traces included in BO05-28 (Figure 7.1), assuming maximum offset of
the inversion, which gives 19 610 meters.

solutions; but the best solution is in the center (red solid dot, see Figure 7.9). After the
first iteration a pair of P-wave (Ip) and S-wave (Is) impedance is obtained. The Vp/Vs
ratio for the next iteration can simply use the relationship Vp/Vs=Ip/Is. This iterative
procedure keeps updating the Vp/Vs ratio and thereafter improves the ray tracing result
(0). Figure 7.10 shows the comparison of inverted Rp and Rs at 150 ms through different
iterations to the results of using actual Vp and Vs, including the result from the intercept-
gradient method (equation 7.9, see Figure 7.11). It is clear that the iterations make the

solutions of Rp and Rs approach the result from using actual logs.
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maximum incident angle of 90°) for a typical Cold Lake well BO5-
28.

226



Rs

227

FIG. 7.9. Cross-plot of Rs versus Rp for first iteration of
modeling data at time of 150 ms, showing optimized solution.
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FIG. 7.10. Cross-plot of Rs versus Rp for inversion results of using
actual logs with the results of all iterations, posted at the time of
150 ms, showing solution improvement through iterations.
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It is very important to note that the shear-wave information (Rs) gets improved most
through the iterations (see Figure 7.10), while the compressional-wave information (Rp)

almost remains unchanged. Figure 7.11 shows that very little change of Rp has been made

through the iterations. This is 201
further illustrated by the oot _
inverted results for Ip and Is ood- P /,/
and their quality control plots o019 7
T ong p
. 2 -0.0228
(error plots). Figure 7.12 = // t -
€ 000 7 -a523 T
shows the inverted P-wave & e a0zl
0001+ P intercept ——»
impedance through 3 iterations e P
L Inverted Rp 200236
. . . -0.022- Vs .
and the iteration using the s 00238
. 0023 .~ ’
actual log as a guide. All A ~00% a1
inversions are implemented %% 005 010 015 020 025
(Sin@)x (Sine)

using the same parameters and
the same parameters for FIG. 7.11. Cross-plot of reflection amplitude versus
sin’@ (or square of offset) shown by asterisks, the red

line is the best fit line, the intercept (red solid circle)
shows the comparison of is the solution of Rp (see equation 7.9).

wavelet extraction. Figure 7.13

inversion error through

different iterations (each trace scaled individually). This illustrates that P-wave
impedance almost remains unchanged through the iterations. However, the S-wave
inversion result is significantly improved. Figure 7.14 and Figure 7.15 show similar plots
as Figure 7.12 and Figure 7.13 for S-wave inversion. It is clear from the error plot (Figure

7.15) that the error bar is reduced through iterations.
7.4 Reservoir heterogeneity study

The first case study presented in this chapter is a reservoir heterogeneity study. The
concept of reservoir heterogeneity can be simply understood as reservoir quality. It is
always in demand using seismic data to delineate shale or mud content in oil sand. In this
reservoir heterogeneity study 3-C line 6y074 is used for zero-offset P-wave stack (R,) and

psuedo S-wave stack (R,) inversion, to map reservoir quality. The inverted R, and R; are
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FIG. 7.12. Comparison of inverted P-wave impedance and impedance log through
different iterations and an inversion using a real impedance log as a guide for

modeling data.
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lteration 1 Iteration 2 Iteration 3 True log iteration
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150 ---p--
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Time (ms)
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FIG. 7.13. Comparison of inversion error through different iterations; the
error is calculated by subtracting Rp from a synthetic calculated from an
inverted impedance.



231

lteration 1 Iteration 2 Iteration3 True log iteration
log inverted log inverted log inverted log inverted

Time (ms)

FIG. 7.14. Comparison of inverted S-wave impedance and impedance log through
different iterations and an inversion using a real impedance log as a guide for
modeling data.
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lteration 1 Iteration 2 lteration 3 True log iteration

Time (ms)

FIG. 7.15. Comparison of inversion error through different iterations; the
error is calculated by subtracting Rs from a synthetic calculated from an
inverted impedance.
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compared to P-wave stack and converted shear-wave (P-S) stack. This 2-D line was also
acquired with a conventional geophone array (an array of 6 geophones) for each station.
Chapter 2 has detailed documentation of 3-C acquisition, processing, and interpretation.
In this case study, comparison on AVO inversion will be made by using 3-C data versus

conventional data.

7.4.1 True amplitude processing and geophone configurations

For AVO analysis true amplitude recovery on the pre-stack data is required. In fact,
correct amplitude recovery is extremely important as the amplitude in each CDP gather
significantly affects the final inversion results. Castagna (1993) summarized processing

Table 7.2. AVO true amplitude processing scheme.
1 True amplitude recovery

Method: offset-varying spherical divergence correction
Additional gain: 4dB/second
2 Surface consistent deconvolution
Type: spiking
Components: resolved: source, receiver, cdp, offset
Applied: source, receiver
Operator length: 80 ms
Prewhitening: 0.01%
Design window: 150-1300 ms at 0 m offset

565-1345 ms at 690 m offset
3 Time-variant spectral whitening
Balancing bandwidth: 2/8 - 200/220 Hz
4 Refraction statics

Datum elevation: 600 m
Replacement velocity: 1800 m/s
Processing datum: floating
Number of layers: 2

5 Velocity analysis

6 Surface consistent statics
Method: stack power maximization
Maximum allowed shift: 20 ms
Correlation window: 250 - 1050 ms

7 NMO correction
8 CDP trim siatics

Trcaes in model: 7
Maximum allowed shift: 8 ms
Correlation window: 300-1000 ms

9 Surface consistent scaling
10 Shift to final datum

11 Construct AVO superbin
3 CDPs per bin, overlapping

12 AVO superbin stack
Offset: 10-690 m
Offset increament: 20m
Normalization: 1/sqrt(fold)

13 Bandpass filter (10/14 - 1707190 Hz)
14 Offset-invariant scaling (time-varying scalers computed from entire dataset)
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schemes reported in the literature. Table 7.1 shows the processing sequence used for
AVO data conditioning before inversion. It is similar to most processing sequences
published in the literature. One step that is not often used in the literature is time-variant
spectral whitening; and this is applied in the process (step 3) to retain the wide frequency
bandwidth. Each CDP gather for AVO analysis was formed by 3 CDPs called a superbin,
which has the lateral mixture of 10 m, while the original CDP interval was 5 m. Figure
7.16 shows 2 CDP superbin gathers of line 6y074 with and without TV spectral
whitening applied. AVO effects can be seen on most reflection events. The high
frequency content enables identification of reflections such as the C70. Though the offset

collected in each CDP ranges from 10 to 690 m, poor data quality appears on the far-
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FIG. 7.16. Pre-stack AVO gathers from 3-C phones of line 6y074 with and without
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offset traces (right side of the blue line) due to NMO stretch or other factors such as
anisotropy around the Colorado shale of the shallow section (see Figure 2.34). The
gathers without time-variant spectral whitening looks noisier (ringing). In the lower part
of the section the data with time-variant spectral whitening applied also looks better. It
may not be safe to apply time-variant spectral whitening to the data for AVO analysis. It
can alter the amplitude if the window of spectral whitening is too small. However, it can

broaden the frequency bandwidth and cause no harm if the window is large enough.

The acquisition configuration allows us to make a comparison on effects of different
geophone arrays. Conventional acquisition has a 6-geophone array for each station, while
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FIG. 7.17. Pre-stack AVO gathers from array of 6 phones of line 6y074 with and
without time-variant spectral whitening applied.

3-component recording has a single geophone for each station. Figure 7.17 shows the

AVO gathers from the same CDP locations as in Figure 7.16 using a 6-geophone array for
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each station. A careful comparison indicates that conventional acquisition gives better
signal-to-noise ratio. There is a subtle difference on frequency bandwidth. It seems that
the 3-component acquisition provides higher frequency data (compare time window 300

to 500 ms).

If field acquisition geophone configuration makes a subtle difference on AVO gathers,
processors can make a big difference by applying different processing streams and
choosing different parameters. Figure 7.18 shows the same AVO gathers as in Figures

7.16 and 7.17 with true amplitude processing by a different processor. In this case there is

CDP CDP
164 165 164 165
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FIG. 7.18. True amplitude processing by a different processor for AVO gathers from
array of 6 phones (a) and 3-component phones (b) of line 6y074 without time-variant
spectral whitening applied.

a large difference between the conventional acquisition and the 3-component acquisition.
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Near-offset noise (ground roll) on the 3-component acquisition was strong and not well
handled. The amplitudes of most reflectors from 250 to 500 ms are not recovered. The

frequency bandwidth is not as broad as previous processing.

7.4.2 Zero-offset P-wave stack (R,) and psuedo S-wave stack (R;) inversion

Following the algorithm discussed in section 7.3 of this chapter, equation (2.3) was used
as the mud-rock line; inversions were tested with restriction of different incident angles
(offsets) to be included in the inversion. On the one hand it is better and usually stablizes
the solution to include more offsets when solving equation (7.10). On the other hand, far-
offset data loses data quality as above discussed; final inverted results can be
contaminated due to including poor quality far-offset traces. Figure 7.19 shows the
inversion quality control test of different incident angles. As expected, by including more
offsets (larger incident angle) both R, and R, show more continuous events and higher
signal-to-noise ratio (see Figure 7.19 b and d). But more details are shown on the results
using smaller incident angles (less offset traces included). This is easily seen within the
Clearwater (clrwtr) formation (compare interval between clrwtr and C70). After a series

of tests an incident angle of 38° was chosen for inverting all the data.

In reality, ray-tracing is implemented in the depth domain via time-to-depth conversion
by using a velocity function. The horizontally layered media can be sampled as fine as
one interface per time sample correspondent depth. This approach reaches the upper limit
of the resolution in the data. It may take a much longer time for ray-tracing. Or the depth
sampling can be coarser to two or more time samples correspondent depth. The difference
of R, stacks by using different sample intervals is relative subtle (see Figure 7.20).
However, the difference of R; stacks is larger (see Figure 7.21). Therefore, depth
sampling is important to the final AVO inverted results, especially in getting better shear-
wave information. The results from depth sampling of 2 time-samples correspondent
depth interval in ray-tracing is as good as results from | time-sample correspondent depth

interval. But the computing time is exponentially decreased; it took less than half of the



8¢¢

ejfue Juepjou) ,Sp - sH (p

‘[o1u09 Ayijenb Joj so[Sur 1uapiout juasayip Suisn Aq 5y pue Yy parraAu ‘61, ‘Ol

ejfue juapjou ,e¢ - SH (0

ajbue Jueploul .e€ - dY (e

i
I i)

wﬁ. (OGS

.:.HWNNEL.,A wvv
55 \,\.v.ww,\wm_vvv SRS
R ww,.,,w QR

RIS
a il

\.\

M a,

i %
WM i) .vw‘ w

sm
‘.w

w._.ww B

U

,ﬁ

i

)

wRE

\fmv

AR TR AR R

& X ww

V mw‘

v-

\',

...w,
!_‘VW m

: 1 _!..,v )

c .:.

e

r.zr'ec N\

198

, \v A

—
-

n‘\

Vv

i

w_,

wvw

X

i

s G
Ao Lo, oY
vw“,,mv,%vvvvv
:rwz« Nwzu
R
w,;v s.,‘.%__,.é (4

il ; m

hw *«
"v.,ww_ z

L wwm

V.v RinsSt

(dd
>

m@.&a e .w%\..ww..ﬁm 3

5
0

"

|
009

(R , w%w S
e r%wv.m:w
_ |

-vi \h

19S 124

s \

wm

TN

ejBue juspjoul ,Sp - dY (g
Nv

R

Qe w~ ol
SIS

e

AT

\\\

R ORI NP LN AN

il

gl

::

v‘—

~

I évs
M\.P w nww >

Vv,u

\

K ATIORG S
(©
i

L

009

v\,ﬁw

viv.v..v

5 - V TP
&.._r.emw ?.m,?

L2 ML) Al [{ddq

g e
o

_:—:‘ "

T
w\:, A
Wf.vwwwv N

/wvvw E;«w a-drﬂwwwx i ‘m»vw, )
> w.,« w.. ! vaw,.

18S

Y

Ky

.'

s

SO

\\\\\\\.\\\\\\\ b7

v~a~s~§~‘\v
LS
\\\\‘\\ [

4'1 =,

zi

i “m__m mm@ i

\4 292,

/(.. 5
»; 1VvN

?.r?c.

i
IDNISOHIDS

\\\.\\\ v,

i

SN

v*-:v

23y

&

G -

anu AWWV\WVAJW/(WWH e
i ﬁ.w,“%
xw

,.%.- M : M~ “

.t

ASQ



6¢¢

jeassiu| yidep juspuodsallod sejdwes-aw)) 6 (e

‘Buroen-Kes up Surgdwes yidep uaiagyip Suisn Aq 4y pauaaut jo uosuedwo) ‘07’ "Dl

[easaju; Yidap uspuodselion sejdwes-aw g (e

[eaaju) yidep Juspuodseli00 ejdwes-ou) | (e

)08

g S
S Z,, A
z_ » "“_,WN :z: * AWM, i Vy o .

A ,.rrf/,!r,,
\\}} :

v vff.,é, RN

4 :\.\ R AL Ao IOCS SPirrdedirs A,

UL

._!:u:

NOSGo
Wh ?é,

.: W
M
D

AR

" LR A E.:S.:., 7.;

g :\Vﬁvﬂ :v!N
ATESINS

oo R ov?:
ek .__z__s.,&u_%

‘..:‘Y\.‘:“- \‘.

i i
i

3: ; -:33

e
LK
W
\ DL

_~w_—-’ vv:gw

v
i

]

z :
f gl

-

w.v

ff/

_:

v:
M

_
e
f:... Q0 _‘r, L loe &
::% wx: A .v
g 2 m .s&w Al w q
é i % 5 _ j
\\v
/ VJ%W ﬁ v\v 2Dy ) \,»F\
wvt Wn.:w v.WW.ﬂW%ZW Nwwumw/ ?Eaf/ 3o NN
rb W,/ .v!!
V .vw \ :
iy ww _~ il % ORI w.
LAY 5, i WA, :za 1.
ovm

|
02!

' —::._ t WY : si al w xsmvw
il

‘ Ml
wv_ % ﬁwafm:

Z.F } ,vf; 3,. J

\J, Y WVVV\VsVVVV«v-vvvw
N ,VV: O] S vﬁvvé,.:s / f X
iy
own omm

I

)09

; omm Sn obs 03

)09

SN Mg (s i : iligirgaiaa | -
SoUEDII ST :fi SN v, \\;,_ ,v w@w L R |~
E ie ﬁ:.ﬂ,v_zé ahkil .,,,”_,.,.;,W”_, g || G :_ __%‘_ ;?:i c ,__ w i
S O A S B .,_H,.,%vv vé‘.,.évw_vm éﬁ% _@.z -
i w TOPPAGR W /»/; JAL .\_:w.ww. - R R -
, ORI s u.

_"_,,, .,‘m‘m._ﬂ,,,.,_,,,_...wg,_%_,_w_m_m..__q_«_,_ \__w,s...ﬁ? ! R ..s.é.w,mm__;_m% ,,w.,_f,.,.,g_.
fi b A ik ﬁm e | i ,r__wﬁ {,w,_x _._.,_,,, ﬁ it -
Sl

skt Lt

:_:._‘.«.; _S : ) A 8 :c&& (il t_ 08 .:E. 111 (Wtel ﬁa v :E-_ .fsv,_ E “ 1t C =
,;j_ gl ¥ .,;:; RO 1| G -
| dﬁ?w. L w l E, i ks :,mé il
f@wﬂhﬂ W ,“ __“W“v ”_‘ :sw_évrx—h\.“, g wv ?‘ Vw“_w Me ‘\ mw_. ,‘m.__ww&w w_. :,,ww i “v o ; ww. VV i -
Y CWV b i fc‘é .?ﬁ _é e A i _ﬁ i il ﬁ (|-
Ui | R -
S e RS .u.w.w,.%,.“,w %wa .@.ﬂw..wv,\,\.,w% ~,ﬁzﬂ,~.,,,;,,,, ﬁw,, V,v...ﬂ -
?_ ,.v= %.yf,v\.w,_ .ww,., .w« i _vvamvw _“mv“ “WH " .vy w,w_, /:.F.\ W,.J/-. » Vrv “w ._V ”mv M »z. ”
wmw VV\ N « « wvz :: D : vv dw VV ,va\ ~ gw ~
, —v f _“ H. —‘ VV w 4 ..ﬁ _Y\ w Jv ) \_L -

M _. TN i .J,. ) 55 4 __:—_,F IR ,Z | _ _._.. r._,. | i _ _

08s 09S obs 02}




ove

‘Buroen-Aes ur Surgdwes yidop uarayjip Suisn Aq *y pauaaut Jo uosuedwo) [z'L ‘D14

[enssjul Yidep Juspuodseliod sejdwes-swyp G (e [easju) yidap juspuodsaliod sejdwes-ewp z (e jeasiu) Yidep juspuodseloo sjdwes-swi | (e

il pitidies puaenrelodts |- ARl AR |- S :_:me;
_,w_,, ?,?,_%? E. i .gsé ,w w,v V, LN v, .‘_,, _,v_w.v,yﬂ _\.__é t@w, ;___.v LA ;, .,V:_«v,\y:._.é LSUT IR AR ,,, v w

by ! . '
_ffa /f A .,: “
(e vvuv_\\ ..\:.,wv :

K%
,;

bbb dihanin.. ‘. Ja r " ﬁu Ldih L ..r \ .. TN

St égv?vvvvvv

P ) ,,_.vavv,\,v&f vvv,vvvv RN

s W hRe1 wm» f ém A&@wﬁ ; % wwa ,wm.iw Ew :?ff ) - & W\WV%N ISR zaffv R
5 % 5 SNERREe | SRy 3 5551l ) fwM\ (o AR
m % _._.m:.,w:? a =:_.“ x_z. § ot w_vw.srmn,w._ : Q 3 .fm,,“w\,_w__.::m,f_w. ) iw? .:Qﬂw W,. ,.w f_ﬁm _Eav,w“_m_m.w e w_ ﬁ_ 30
NNSR RO T st . : ¥ _" vl s,, _, e
i G B i % W_A _ H, ? ] ,Nzwx_:,w h:ﬁ,m”%m
! \) \ \
m@_%ﬂwﬂ . Ww a, VI&W _ m..m w.,,w% vfwa M aw écw N\..m, .F..\ wm”,, w“w tﬁn a_w szMM A“, VRVM«W@M_\.W - W
;v ) ) : e ” :v, v\vVv _? 1N . —_
DR i : ﬂ BN :_.5_ o ,_::_g_s . S b M.,%V_ i %m_: ] )
Wy .?. .s,,.,_._,?,., _v% gf AR O | vv\v?.w,y._ W _.....,__m LTt |~

Nw _._.Q~ “ ﬁ_ m&r‘ wmuad..h,wtsx w M x_ . ﬁ .@ ~w“.-v Mwuav vwwm_w« .:;/-vai.vw w { _:
g vwf ;vv ,FMHW dmw’— FMW Sww‘wv ‘NVVMWW w n W F wvwww v?/“m...”wmwwv“vw S ww
R DR ,ﬂzww,_, | tteqatingmciaetiedd IR
a Mg 2 b TIILD A VAT I w r :.E W vc:., ,V._:._ Sk
fw, w v.. \@N“ v n._~ v ﬁ AR Mu \ :
?% é ;wv av, iy % gt www i :_m ?vﬂ_\,& _,m : Mw,, 3 | 1) gm
_‘ _ _ _‘ __ ‘_

U v,:wv« :5 dls ,m
00 08 085  ObE 02 08 OB e

R &.\ it W,

;;
o ﬁi V._w.m.:_wi.y,. i
ey ,“,xwz e T

.; _ _. ,s%

i _ _ _ _
obs - ou,h 09 08 098 obs 02y 4ao




874

“UoIsIaAUl pue w:_omb-%w._ OAYV 0] [opowt 3_00_0> o>a>>.._aco_wwo.aEOU T L 'O

143

§Le Oty
bME-G9-02-1

s S6§
yMe-69-Li-vi

9'0

(s) auny

A e T B0 Pl ottt
y i AR Ay A e s et gt

059 SOL 09l
yME-GO-L1-E1L

08 §T6 086 SELT

bME-59-81-01



242

computing time to finish ray-tracing the model of sampling of 2 time samples
correspondent depth interval. A velocity model was built using sonic logs from wells (see
Figure 2.22). The quality control was made on sonic and density logs before they were
tied to seismic interpretation. Velocity at each trace location was obtained by stratigraphic
layer-wise interpolation of sonic logs. The interpolation was done using distance-based
interpolation schemes - inverse distance weighted. All well interpolation weights decrease
with the inverse distance and are exactly zero at the other well positions. The
interpolation scheme relies on the x/y coordinates where the wells intersect the layers,

which are used as centers for the inverse distance weighting.

Shown in Figure 7.23 are the P-wave stack sections from inversion (R,, zero-offset stack)

and regular processing (time shift due to 100 ms user statics applied). Major reflectors are
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FIG. 7.23. Comparison of inverted zero-offset P-wave stack (R,) with processed P-wave
stack.
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similar. Reflection events are more continuous on the processed stack than on the
inverted stack. However, the inverted stack has a slightly higher resolution, which agrees,
in theory, with the zero-offset stack (AVO effects were removed in stack). Figure 7.24
shows the comparison of inverted psuedo S-wave stack (R;) with converted S-wave (P-S)
processed from 3-component data. The appearance of the data looks very different as the
frequency contents of the two panels are very different, and P-S wave is a processed field
measurement of shear information, while R; is a calculated one. But the major reflection
events tie to each other fairly well. The advantage of inverting R; is that it has direct tie to
the P-wave data such as R,. The disadvantage is that it is not a measured, but calculated.
True amplitude processing, mud-rock line, velocity model, and other assumptions such as

V,/V; ratio can potentially bring in errors and cause damage to the final results.
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7.4.3 Fluid factor and reservoir heterogeneity

Using mud-rock line by Castagna et al (1985), Smith and Gidlow (1987) define the fluid

factor as:
AF=2Ve_ ;| 16YsAVs (1.12)
Ve Ve Vs

Mud-rock line for Cold Lake (see chapter 2) can be generalized in the following format
Vep=CV§. (7.13)

Taking the derivative on both sides of equation (7.13), the following relation can be

obtained
AvVp=CaV%'Avs. (7.14)

P-wave and S-wave velocity gradient are related as follows when dividing equation (7.14)

by equation (7.13) on both sides

AVP _ AVS . (7.15)

We note that regular Cold Lake clastic silicates should lie close to this line. Shale and
steam invaded oil sand may deviate from this line, as shale has exceptional low shear
velocity in such shailow reservoir and P-wave velocity is significantly reduced and S-
wave velocity is hardly affected in the steam zone. The term 'fluid factor’ was originally
used by Smith and Gidlow to differentiate gas saturated sand from water-bearing sand.
For reservoir heterogeneity study and reservoir monitoring, a similar convention is

followed to define the Cold Lake 'fluid factor' as

AF=2Ve_,AVs (1.16)
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To relate fluid factor to R, and R; an approximation can be made by using equations (7.3)

and (7.4).
AF =2(Rp—aRs)—(1—a)—Ap£ (7.17)

In the Clearwater reservoir interval, the densities of shale and oil sand are very close to
each other. This density change can be ignored and the last term of equation (7.17) can be

dropped, which indicates that the fluid factor can be easily obtained in such case.

Shown in Figure 7.25 is the 'fluid factor’ from AVO inversion, assuming the density is
unchanged, which is true in the reservoir interval. Green and yellow colors represent good
permeable sand which is either reservoir (high resistivity) or water zone (low resistivity).
Blue and brown (including white) colors represent shale or muddy zones. The SP and
resistivity logs of well OV10-18-65-3w4 are tied to the 'fluid factor’ section. It is clear
that the 'fluid factor' identifies good reservoir (some of C70 and upper part of C50) where

Qvic-18
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FIG. 7.25. 'Fluid factor' for the portion of line 6y074 around vertical well OV10-18-65-
3w4. No post-stack processing applied. Red curve is SP log, and black curve is resistivity
log.
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the resistivity shows high values. Also, it ties to the McMurray water zone quite well
where SP log shows permeability (anomaly) and resistivity is quiet (no anomaly). Figure
7.26 shows the tie of well to 'fluid factor’' for the half of line 6y074 where wells are
available from production pads (see Figure 2.16). According to the 'fluid factor’ well F1-9
encountered poor reservoir quality. This was tied to the drilling results. Figure 7.27 shows
a section built by using SP, Gamma Ray, and resistivity logs with left four wells included.

The SP curve of well F1-9 certainly shows that it is shaley or muddy at that location.
7.5 Reservoir monitoring

AVO inversion technique is applied to time-lapse 3-D seismic surveys (1990 versus
1992) at D3 pad. D3 pad seismic surveys were the early pilot studies for time-lapse

seismic monitoring in the Cold Lake Production Project.

The D3 pad surveys consisted of 296 geophones (buried to a depth of 10 m to improve
the frequency bandwidth, experimental repeatability, and reduce surface noise) and 215
shot points (buried 12 m). The first survey was shot in April 1990, during the sixth cyclic
steam stimulation (CSS) production phase. During the production phase reservoir
pressure and temperature are at a local minimum. The second survey was shot in January
1992 during the eighth steam injection phase. During the steam injection phase reservoir

pressure and temperature are at local maximum.

Rock physics analysis shows the velocities of a steam invaded zone significantly deviates
from the Cold Lake mud-rock line (see Figure 2.8c). AVO inversion was conducted on
the above time-lapse seismic survey data sets. A significant advantage of using AVO
inversion for time-lapse seismic data analysis is that wavelets are removed independently

from each data set. Data normalization is no longer an issue.

The velocity model was built by using sonic logs from observation wells D3-OB1 to D3-
OB4 and production well D3-08 (sce Figure 2.33) by applying similar interpolation

schemes as discussed early in this chapter. All the wells with velocity data available are



249

restricted in the center of the survey area, but the survey area is small and the velocity
model is probably valid for the whole area. There is no shear-wave log available in the
survey area. The general mud-rock line for Cold Lake (see chapter 2 for detail) is used in

this inversion.

The super CDP gather for AVO analysis at each CDP location was formed from 5-by-5
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FIG. 7.28. Time-lapse AVO gathers from inline 48 of D3 pad surveys.

CDPs. Figure 7.28 shows time-lapse AVO gathers from inline 48. The amplitude
anomaly labeled 'steam’ shown on the survey of 1990, but not on the survey of 1992, is

caused by a low velocity interval of heated reservoir.

Figure 7.29 shows a north-south cross-section of inverted fluid factor volume along wells

D3-3, D3-8, D3-13, and D3-18 (see Figure 2.33). In the steam invaded zone, the P-wave
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velocity is reduced, while the S-wave velocity remains almost the same. The velocity on
V/V; versus V; cross-plot falls below the mud-rock line (see Figure 2.8c for details). As

referred to equation (7.16), fluid factor is negative in value within Clearwater reservoir
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FIG. 7.29. Fluid factor section of 1990 survey along north-south direction of wells D3-3 to
D3-18 (cross-line 36).

(black or gray color in Figure 7.29). In shale or muddy zones the S-wave velocity is
decreased, while the P-wave velocity is hardly changed; therefore, the fluid factor is
positive in value (see Figure 7.29). Velocities of tight streaks stay above the mud-rock
line (see Figure 2.8c for details), therefore, the fluid factor of tight streaks is positive (see
Figure 7.29).

Shown in Figure 7.30 is the same fluid factor section but from the 1992 survey (during
the steam injection phase). It is plotted in the same scale as Figure 7.29. Though the
magnitudes of the fluid factor between the two surveys are different, lithologic
characteristics remain unchanged. However, steam channels no longer appear on the

section.
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FIG. 7.30. Fluid factor section of 1992 survey along north-south direction of wells D3-3
to D3-18 (cross-line 36).

7.6 Conclusions and discussions

The theoretical studies and modeling suggest that the reformulated Aki and Richards’
approximation of the Zoeppritz equation is sufficient for AVO inversion for the Cold
Lake reservoir. For a shallow reservoir, such as the Cold Lake Clearwater formation, it is
a very poor assumption to assume V,-to-V ratio equals 2. A significant error is
introduced in the estimation of zero-offset P-wave stack (R,) and psuedo S-wave stack
(Rs) when assuming that V,-to-V; ratio is 2 and sin8 equals tan. Ray-tracing is required

for obtaining proper incident angle and better inversion results.

In the inverse process the critical angle (or maximum reflection angle) at the reservoir
level reaches as high as 65°, which indicates offsets of more 700 m can be included in the
inversion. However, due to NMO stretch and anisotropy in the shallow, the maximum
reflection angle used is 38°, which approximately corresponds to offsets between 400 m

to 500 m at the reservoir depth.
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Modeling suggest that iterative inversion through resolving P-wave and S-wave
impedance can significantly improve the solution of Ry, which in turn improves the final

inversion results.

In practice, true amplitude processing is the first key step for successful AVO inversion.
However, different processors can make quite a difference. Large window time-variant
spectral whitening can improve the signal and does minimum damage to the true
amplitude recovery. In general, 3-component recording is as good as geophone array for

AVO analysis. But the result using geophone array data is smoother.

The inverted P-wave is similar to the regular processed P-wave stack with siightly higher
resolution, but not as continuous as the regular processed P-wave stack. However, the
inverted psuedo S-wave has much higher resolution than the P-S§ wave data. With
optimized mud-rock line and high frequency seismic data, reservoir heterogeneity can be
well defined by fluid factor alone. The application of this technique to reservoir

monitoring defines steam channels and identifies lithological barriers within the reservoir.
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Chapter 8 — Conclusions and future work

8.1 Summary

The main goal of this dissertation has been to extend the current state of heavy oil

reservoir monitoring and characterization.

Based on statistic (discriminant) analysis of conventional seismic attributes, a quantitative
cross-calibration and cross-training stream has been developed for time-lapse seismic
data analysis using data normalization as a bridge. This cross-calibration or cross-training
provides better, more stable, and consistent results than independent training for reservoir
monitoring. It was found that multi-trace operator derived from unchanged reservoir

provides best data normalization.

To compensate for the redundancy of conventional seismic attributes, seismic attributes
calculated from principal component decomposition of the seismic data are developed
and used in the discriminant analysis for reservoir monitoring. These attributes produced
better results than conventional attributes at A2A4 and J1J8 monitoring projects. To
achieve this superior result, it was necessary to include a full set of principal component
attributes. To minimize the dependence on the seismic data sets, time-lapse data sets were
analyzed by merging two data sets together. The principal components were extracted
from merged data set, and attributes were calculated separately from individual survey. A
significant improvement has been made on time-lapse data analysis by applying this

technique.

Since time-lapse data normalization is no longer required as wavelets are extracted
independently from each data set, post-stack inversion is applied to time-lapse seismic
datasets of B2456. The vertical conformance reveals that sequence architecture has
significant influence on steam migration. A sequence with high mud content tends to

limit or slow both the vertical and horizontal migration of the steam chamber.
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Shear-wave information is useful for both reservoir characterization such as mapping
heterogeneity and monitoring such as mapping fluid. Shear-wave information can be
obtained in many ways: converted shear-wave and AVO inverted shear information.
Integrated surface 2-D seismic and borehole VSP P- and converted S-wave studies have
illustrated that the task of differentiating lithology and identifying fluid can be fulfilled by
integrating P- and S-wave information. However, the resolution of surface P-S wave data
is not high enough to resolve the detail required. 3-D 3-component VSP is the tool that
will meet this need. The dissertation illustrated 3-D VSP survey design and processing

technique.

3-D VSP binning has both characteristics of VSP and surface 3-D seismic. Surface
geometry is used to determine the bin size and bin azimuth. The surface receiver interval
(for RVSP) or shot interval (for VSP) is the key factor of influencing the bin fold. The
number of downhole positions (either source or receiver) is the major parameter for the
bin size. Changing the number of the downhole locations or the tool interval does not
have much influence on the distribution of the bin fold. The analytical NMO correction
and binning algorithm works reasonably well except for the shallow events. However, for
the very shallow reservoir or structure area, a ray tracing binning, and stacking algorithm

is required for a proper stack section.

The functional relation of P- to S-wave velocities, called mud-rock line, plays an
important rule in extracting S-wave information from pre-stack data. The mud-rock line
established from in-situ P- and S-wave velocity measurement is the optimized for Cold
Lake clastic rocks. It is an exponential relationship between P- and S-wave velocity. This
study provided insights on the feasibility of using AVO inversion to differentiate shale
from sandstone and reservoir fluid monitoring. The inverted P-wave is similar to the
regular processed P-wave stack with slightly higher resolution, but not as continuous as
the regular processed P-wave stack. However, the inverted psuedo S-wave has much
higher resolution than the P-S wave data. With optimized mud-rock line and high

frequency seismic data, reservoir heterogeneity can be well defined by fluid factor alone.
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The application of this technique to reservoir monitoring defines steam channels and

identifies lithological barriers within the reservoir.
8.2 Future work

More work is needed to add into 3-D VSP processing techniques in Chapter 3 such as
pre-stack time and depth domain migration. Since the signal-to-noise ratio of D3 pad
RVSP data has been improved after f-x deconvolution. A comparison should be made

between surface 3-D seismic and 3-D RVSP.

In the AVO analysis, pre-stack migration with amplitude preservation improves the
inversion results in structured area. Cold Lake geology is relatively flat. It is believed that

pre-stack migration will improve the reservoir heterogeneity study and steam monitoring.
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Appendix A — Theory of data normalization filter

Let us consider two seismic traces shot at different times — aap,a;,a,,...) for earlier
survey A and b(bo,b},b>,...) for later survey B. The objective of data normalization is to
find a filter that will transform an input (e.g. survey A) into an output (e.g. survey B). The
Wiener-Levinson filter will meet the need. To illustrate mathematical principles, an

analysis using 3-point seismic data can be used, i.e.

a: = (ao-ar-az) (A-9)
Let f; be the normalization filter.

fe=forfin S (A-10)
Let b, be the seismic trace for a, to be normalized to.

b: = (bo>br,b2>---) (A-11)

Then, the actual output from the filtering can be calculated.

x=f*a

x, =5 f@alt-1) (A-12)
=0

x, = (foag, foa, + fiag. foar + fia, + fia, + fraq, fia, + fra,, f[ra,) (A-13)

The sum of the squares of the difference between the desired and actual results is as

follow:

E = (foag —bo)* + (foa, + fiag — b))+ (foas + fia, + foaq ~b,)

2 2 (A_14)
+(fiay + fra; —b3) +(fra, —b,)”
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To minimize the value, the partial derivative of the squared difference with respect to the
filter values (fp, f1, f2) is rearranged and set to zero. After some algebra operation

following results are obtained:

oE

-37— =(agi+at + a2) f o+ (acar + a1az) f1+ aoca: f 2 = acbo+ aibr + azb2 (A-15)

0

oE 2. 2. 2

_a__f— = (acar+aia2) fo+(as+ai + a3) f1+ (acar + araz) f 2 = aob\+ aib2 + azbs (A-16)
1

JoE 2, 2, 2

—a?- = aoaz fo+ (acai +aiaz) f1+ (g5 +ai +a3) f 2 =adb2+aibs +azb: (A-17)
2

Equations A-15 through A-17 represent three linear equations with three unknowns (fo, f7,

f2), and can be expressed in matrix form as:

as+at+a> aoal+aiaz aoaz fo aobo+ aib1+ a2b2
acar+aia2 gi+at+as acar+awaz || fi|=| aobi+ aib2+ abs3 (A-18)
aoaz aoar+aiaz ag+at+ail f2| |aob2+ab3+azba

The autocorrelation of the input a, can be written as:
Pua(7) = Y a(t)a(t +7) (A-19)
=0

0a(0) = a5+ ai + a3
Gua(l) = aoar + ara2 (A-20)
0ua(2) = aoaz

The crosscorrelation (¢,) between the desired output b, and input a, can be written as:
2
Pu(T) =D a(t)b(t +T) (A-21)
=0

¢a6(0) = acbo+ aibr+ azb>
Gus(1) = aoh + aib2 + azbs (A-22)
Our(2) = aob2 + aribsz + azb+
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Rewriting equation A-18 in the form of autocorrelation and crosscorrelation:

$a(0)  Pua(l) Gaa(2) f| fo| | P(O0)
Gaa(l)  9as(0)  Gua(l) ff f1 [=| Par(l) (A-23)
Ga(2)  Qua(l) Gua(0) || f2] |Per(2)

The autocorrelation matrix is real and symmetric. Also, for autocorrelation ¢..(i) equals

Gaa(-i) (i =0, 1, 2, ...) sometimes equation A-23 is expressed as:

Gua(0)  Pua(l)  Gaa(2) || fo| [as(0)
Gua(—1)  Gaa(0)  Pua(L) || f1 |=] Pus(1) (A-24)
Gaa(—=2)  Gua(~1) ¢au(0) || f2] | Pur(2)

However, for crosscorrelation neither @u(i) equals to @.s(-i) nor @.s(i) equals to Ppu(i). In

general case, for n-point seismic trace the equation can be written as follows (Wiener

equation) that is similar as Yilmaz (1987).

[ 0u(0)  Gu(l) G - Gua(n=DT fo] [ ¢u(0) ]
Gul)  Gu(0)  Pu(l) . Gu(n—2)|| fr Gas(1)

Pea(2) $aa(1) $a(0) . Qu(n=3) | f2 Par(2)
. . . . . . (A-25)

(=) Gu(n=2) Gun=3) .  Gu(® | fisr] |gustn-1),

Equation A-14 (sum of squared errors) can be rewritten for general case as follows:
E=Y Qx—z f(r)a(t—r)} (A-26)

By expanding the square term in equation A-26,

2
E=Yp =23 by f,a,_r+z(z fta,_,) : (A-27)

By taking the partial derivatives with respect to filter coefficients (f;) and setting them to

zero,
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%?=—2zb,af_i+2z(2 fa:-r}:-i =0. (A-28)

By setting autocorrelation (¢,,) and crosscorrelation (@pa)

Puali—T) = > a(t—T)a(t—i) (A-29)
Pa(—i) =D b(D)a(t—i) (A-30)

following relationship can be built

> f@)uali —T) = poul(—0), (A-31)
or
> F@aa(T =) = (i) - (A-32)

Note that since @pq(-i) equals @up(i) and Pua(i-T) equals Pual T-i), equation A-31 and A-25
are the same. Therefore, equation A-25 holds for general case. Equation A-25 (or A-31)

can be written as
Pf="Y, or (A-33)

f=o'¥ (A-34)
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Appendix B — The approximation of P-P wave reflection coefficient

The approximation of P-P wave reflection coefficient from Aki and Richards (8.1) can be

expanded (using ray parameter) as:

_4sin29 2 AV,
Via sa

LA , sin*0 A AV
R,,,,(9)~5—p— 2y, SO0 1, ey =t

V;“ pu pa

a sa

1 AV A 1 an A
—( 2Py 11+ tan?0) — —tan 28 =2
2 VP“ pa 2 pa

(B-1)

;a . 2 1 A 5 A ;a . A
V, sm'e[—( 4 p)]+2v sin’ 2P

pa pa

-8

pa sa a

Substituting %(A7VQ+A—p) with Rp and L (AVS Ap =) with Rs we obtain following new
P P P

approximation.

2 2 , A
85 gin? eR,—(—tan - 25 sin?0) 22 (B-2)

4

Ry (0)=(1+tan’0)R,—

14 a

Now, let's illustrate the approximation of zero-offset reflection coefficient (Rp)-

20> A
Rp= V,,-p_ Vp!px ___:i( VP_*__A_p_) (B_3)
VP3p2+VPlpl 2 Vpa
V2p,—V, 1 A s 4 A
p.' V Ipl V p) (B-4)

R, =
V:Zp2+vslp1 2 Vm p
In general, we have:

Vsz"'Van

Re=
V2P, V1P,

— Vzpz-Vzpl‘*‘Vzpl—le;
V2p2+vlpl
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_VaAp+AV p,
VZ p2+Vl pl
___ Vihp + AV p, ) (B-5)
V.p.+Vip, Vap,+Vip,
Also, V,and p, can be reformulated as follows:
Vi=V.—AV (B-6)
1
Va =E(V1+Vz) (B-7)
VZ = 2Va -Vl
- 2Va-V2+AV (B'S)
1
Va2 =Va+EAV . (B-9)
Similarly, we have:
1
Pi=p,~5AP- (B-10)
Therefore, we can rewrite V,p,+V,p, as follows:
1
V2P +Vip =2V, pa+5AVAp
=2V,p, (B-11)
Substitute (A-9), (A-10) and (A-11) into (A-5) we have:
1 1
(V. +=AV)Ap AV (p,—=Ap)
R = 2 + 2
2V. P, 2V.P,
= l(éﬁ.,.iv_ (B-12)
2 p v





